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Preface

e 6™ Workshop on Agent Based Simulation is hosted by the University of Erlangen-
suremberg in Germany. It should have been in Australia in April this year but for several reasons
could not be held as planned. So this workshop was postponed and transferred to Erlangen and
llocated with the 18" Symposium of System Simulation held by the German
Arbeitsgemeinschaft Simulation ASIM. Participants of both conferences can visit the lectures of
other conterence as well. @ur thanks go to Professor Ulrich Riide the Chair of the ASIM
nference who gave us the chance to run the ABS6 here in Erlangen.
The 1* Agent Based Simulation Workshop was held in Passau by Bernd Schmidt and repeated
vice at the University of Passau. Then the A BSworkshop went to Montpellier and last year to
Lisbon.
conference like this needs a team of dedicated individuals to prepare logistics and execute the
pecessary details to make the meeting possible. Therefore my special thanks go to Jan Willies.
s contribution was invaluable. All the members of the international Program Committee
orked hard to organize the review and select the best 18 Papers out of 16 submissions.
This proceeding shows the vitality of the multi-agent system modeling simulation community by

2 diversity of domain in which MAS is applied:

Special thanks to our keynote speakers Mikhail Prokopenko and Richard Zobel.

A scientific excursion is planned. SIEMENS Medical Solutions invited our participants to visit
em.

We are grateful to our sponsors Incontrol Enterprise Dynamics GmbH and "Bavarian Graduate

School in Computational Engineering", one of the new programs funded within the Elite Network
f Bavaria.
hope you will profit from the days here in Erlangen. I wish you all a fruitful and interesting

conference with excellent scientists from all over the world.

Rainer Rimane

in the name of the ABS-workshop organization team
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Modelling and Simulation of Tsunami Waves
for Improved Defence Provision in Phuket

Richard N. Zobel
Email: rzobel@phuket.psu.ac.th
r.zobel@ntlworld.com
Department of Computer Engineering
Faculty of Engineering
Prince of Songkla University, Phuket Campus
80 Vichit Songkram Road. Kathu
Phukct, 83210
Thailand

Abstract

Tsunami sea wave simulation is both complex and difficult, generally requiring large parallel
computing facilities. There are two scenarios: the first, represented by compressible water
Navier-Stokes equations representation, used for both deep sea waves and shallow sea water
waves, and the second, non-compressible water Navier-Stokes equations representation, used
mainly for shallow water coastal situations. The latter requires less computing power.
Prediction of earthquakes and tsunami and provision of warming systems is not the object of
this paper. Simulating the local etfects of possible tsunami, is required to enable cost effective
and efficient provision of local defences against future events and is the key concem
discussed in this paper.

Kevwords: Water wave modelling and simutation, tsunami, Navier-Stokes equations, 26
December 2004 disaster, future tsunami defences.

1 Introduction

The author was working in Phuket from three days after the tsunami for the following two
and a half months, and was able to observe the local effects at the beaches around Phuket, the
gestisland in the Andaman Sea, off the South West coast of Thailand.

is clear from still pictures and video taken at the time, that the situation at each location is
mnigue and relates to both local factors and the magnitude, phase and direction of the sea
wave 1n relation to the local geography of both the sea bed and the beach area. Some beaches
were badly damaged and others less so, some were badly damaged at the ends of the beaches.
Otbers suffered because the land behind the beach was very flat, and some areas were
buffered by the mangrove forest.

The author considers the photographic and video evidence acquired at the time and later, in
ielation to research required to establish the key factors responsible for the damage, loss of
fife and imjury for this specific tsunami. It continues by considering the possible effects for
fumire tsunami with different characteristics, by using simulation to predict the consequences
for the affected areas. Possible defences which could be provided to minimise the effects of
futare tsunami are discussed, with conclusions aimed at those who may need to consider these
dziences. The emphasis of the tutorial is on how modelling and simulation can be used to
stndy the possible effects of future tsunami with respect to affordable provision of defences at
the sites likely to be affected.




2 The Earthquake and Tsunami, 26 December 2004

The seaquake and ensuing tsunami. which caused so much damage and loss of life in and
around the Indian Ocean, was one of largest events of its type for some time. In this paper, the
author discusses the event and its effects in relation to the possibilities of using modelling and
simulation to assist with understanding such phenomena and of attempting to minimise the
effiects on human coastal populations and property for the future. By a happy accident, the
author aitived in Phuket just three days after the event and has been in a position to collect
local inforimation on the affected areas and of the sequence of events, especially the
earthquake felt in Thailand before tbe tsunami arrived, and opinions from other parts ot South
Thailand. particularly from Hat Yai and Songkhla in the eastem part of the peninsula of Kra.

. Plate Tectonics

Plate tectonics is well researched and many publications exist on the subject, which attracts a
wide audience ranging {rom the mildly curious to the serious scientific academic mind [i.2,3]
The Indian Ocean has a complex of ocean ridges, mid-ocean areas where magma wells up
from below the ocean flow, solidifies, and gives rise to ocean floor spreading in both
directions from the ridge. In connection with the events of the December 26, 2004 earthquake
and resulting tsunami, the ocean ridge concerned was the so-called 90-East Ridge, to be found
in many atlas publications, in particular that illustrated in [4].

In the situation conceming the recent major event, the Australian-Indian plate is moving
towards the Eurasian plate and has been in collision with it for millions of years. More
specifically, the Indian plate has been pressing against the Burma (Myanmar) micro plate.
The pressure has built up over a long period of tine. How long is not known, but the pressure
was eventually released on 26 December 2004 in a large movement, Richter scale 9.3, which
saw the [ndian Ocean {loor move some 15m or more towards Indonesia. The Nicobar and
Andaman lslands are on the Bunna micro plate along with the Northem tip of Sumatra, which
is Aceh. The interface, or collision, between these tectonic plates is called a subduction zone,
which is where an ocean plate slides undemeath a continental plate. This gives rise to island
arcs, in this case those including Nias Island, and the major island cbains, such as those
forming the Indonesian islands of Sumatra and Java and the Nicobar and Andaman islands.
These islands often include many active volcanoes, and some of which are a volcanic island,
as is the beautifu} island of Bali.

. The 90 East Ridge

There are several ocean ridges in the Indian ocean. The 90 East Ridge, is an Indian ocean
ridge, running in a North/South direction, roughly along the 90° East line of longitude, all the
way from Australia to India, a distance of some 5000km. Associated with the subduction zone
to the East of the ridge, are several deep trenches, notably the Java Trench. depth around 7km,
and the Sumatra Trench, depth around 6km [5]. It is a very ancient structure and is the site
where the Indian Ocean tloor slides under the Burma Micro Plate.

3 The Tsunami

The seaquake occurred West of Aceh in Sumatra, Indonesia. This would seem to suggest a
single epicentre or point of failure. However, this appeared to extend to a line of activity
stretching perhaps 1200km, an extraordinary distance, which affected the propagation of the
tsunami.

For the recent tsunami, it subsequently became clear that the total inverted rupture
duration was about 200s and the peak slip was about 20m. The rupture propagated from the
original epicentre towards the northwest for nearly 400km with a speed of 2.0km/s, along the
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subduction line east of the of the 90 East Ridge, producing a succession of earthquakes. This
substantially changed the nature of the tsunami, especially in its effect on Phuket and the
adjacent mainland areas of Phang Nga and Krabi. Following this development, part of the
tsunami wave front became a North/South line travelling East towards Sri Lanka and West
iowards Phuket. This is distinctly different from that emanating from a single point epicentre.

. The Tsunami in Phuket

Phuket Island, and much of South and West Thailand suffered an earthquake at around 07.59
that moming, around one hour and forty six minutes before the tsunami arrived. In Hat Yai,
on the Eastern side of the Kra Peninsula, some pieces of masonry fell from some tall
buildings. The Earthquake was also felt in Bangkok and Chiang Mai, causing some damage
and not a little concem by the residents.

The Tsunami arrived in Phuket and the nearby areas of Krabi and Phang Nga at
approximately 09.45. The two waves destroyed many houses and businesses in just 10
minutes, in addition to killing and injuring many thousands of local people and tourists. The
largest tourist beach in Phuket is Patong beach, along curved beach with beautifi1l white sand,
gently shelving into the sea. This means that swimming is good and safe for children and non-
swimmers. It is also bad for tsunami, because of the shallow water. Normally, the sea is calm
and safe. After the tsunami, the beach area has been swept clean, and most of the beach

uildings, sun beds and other fragile facilities, have been destroyed, as seen in figure 1.

Figure 1: Damaged. almost deserted, Patong beach, North side, 23/01/2005

To the North of Patong beach, over the steep hill and down to the next beach, is Kamala
beach, shown in figure 2. Kamala was almost wiped out, because it is so flat, all the way
through the beach area, the village behind it and across the main road beyond. The figure
shows a plot of land, which was perhaps a bar, but is now just a patch of tiled concrete, with
its property boundaries defined. Some houses survived, others simply disappeared. Facing
inland, in the opposite direction, is the remains of a single storey restaurant complex,
substantially damaged, but was already under repair and reconstruction four weeks after the
event,
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Figure 2: Kamalabeach, showing a destroyed buiiding, now just a piot of land.

To the north, up and over the hill to the next beach is Surin Beach, another beach popular
with tourists, but not usually so crowded as Patong Beach (Figure 3).

Figure 3: Steeply shelving Surin beach, with relatively little damage.
This is a steeply shelving beach where swimming is good in January and February, but

dangerous later in the year when the normai sea waves exhibit a significant undertow, which
drags swimmers out to sea to drown, because the swimmer is so quickly out of their depth. A
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consequence of the shelving is, however, that the tsunami wave was much smaller and
consequently, most of the beach facilities and restaurants survived.

Figure 4: Nai Yang beach near the airport, showing a damaged long-tailed boat.

In the North West of Phuket, near to the Internationa! Airmport, is the beautifiil Nai Yang
beach. Traditionally undeveloped, the beach facilities were destroyed but relatively quickly
rebuilt. ustrated in figure 4, is a badly damaged long-tailed boat. Nearby, several of these
boats were being repaired in February, in addition to some new boats being constructed along
with associated buildings and restaurants.

4 Modelling of Sea Waves

This subject is complex and concems the general Navier-Stokes three-dimensional (3-D)
partial dif ferential equations for viscous, compressible flow as follows:

. Eulerian Conservation of Mass:

(eot+Uy)p=-pv'U

Where: U is the particle velocity, and p is the water density

vV =®Cxi+oCyj+ oezk; wherei, j, k are unit vectors

and
=i+l j+U k

Conservation of mass is of findamental importance to most systems. In this context the mass
Balance must include all mass arriving in a given 3-D volume and all mass leaving that
iolmme during a computational time period, in addition to the mass already present in that
volume prior to that time period.




. Eulerian Conservation of Momentum:

pect+ U'y)U=-yo+pg

o =5P-5;

Where: P is the waler pressure, g is the gravitational constant, and S; are the total viscosity
deviators (e.g. Sx =gy — q), where q is the viscosity).

Conservation of momentum is a second fundamental consideration in that the systems sum of
the products of individual mass elements and their velocity must remain constant.

. Eulerian Conservation of Energy:
p@Eet+U y)I=—0c:y U+t Ay’ T

where: ¢ : y U =g, AU/é;
{ is the internal energy, and A is a real viscosity coefficient,

Conservation of energy is a little more tricky. However. it must be remembered that energy is
only transferred from one form to another and is consequently not lost.

This set of equations may be simplified by assuming the flow is incompressible ( 2 = £y)

The equations may be further simplified by excluding viscosity. Viscosity terms may be
included ifthe fluid is incompressible, with or without shearing forces.

Further details and a full discussion of these equations may found in Mader [6].

In computational terms, each of these equation sets must be converted into finite difference
equations beforc solutions may be computed digitally. In order to do this, assumptions must
be made in relation to the most appropriate torm for the representation of differential terins to
achieve an acceptable accuracy of result. To represent such a large volume of water, it is
necessary to carefully consider the spatial resolution, which needs to be adequate to represent
the spatial frequencies, or wavelengths of the expected sea waves, but also needs to minimise
the computational cost. This is always an awkward compromise. The temporal aspects must
also be considered in terms of minimum acceptable sample rate in this respect. It is important
to appreciate that for these systems, such as water wave systems, the consequences of having
relatively low damping needs to be considered in relation to the convergence of the solutions.
In relation to the shallow water simulations, these aspects also need to be carefully looked at,
since in shallow water the wavelength becomes considerably shotter and the wave height
considerably larger. In addition the volume under consideration becomes much smaller.

5 Possible Defences against Tsunami

Tsunami arise because of earthquakes, landslides, cavity collapses and other related sudden
major movements of land above or below sea or water surface level. A few can be foreseen
and measures possibly taken to prevent them. An example of this is the Lituya Bay mega
tsunami [7]. This type of landslide, perhaps on a smaller scale, might be recognised as a
hazard and steps laken to prevent it happening before it occurs. Several mudslides caused by
removal of trees also fall into this category.




However, major earthquakes cannot cuirently be accurately predicted, and as yet, it is not
possible to determine if a particular earthquake produces a tsunami. Hence it must be
ccepted that tsunami will occur in the future and could give rise to major loss of life, injury
and financial loss. Tsunami waming systems exist, or are planned for the near future, for
possible affiected areas, especially for the Indian Ocean. However, it seems that a number of
ssibilities exist to take affordable measures to limit their effect.

. Wefence Possibilities

was observed that in Krabi, villages which lay behind mangrove forests were far less
affected that those here the forest had been removed to make way for fish farms or other
mmercial activities. Perhaps minimisation of the scale of mangrove forest removal could
also minimise the damage caused by future tsunami. Altematively, man-made structures
ght be created which in some way mimic nature in this respect.

Figure 5: Mangrove forest Phang Nga Bay

Another possibility is for refuges to be constructed to provide escape to an upper story when
stzanded in a flat area, such as Khao Lak in Phang Nga Province to the North of Phuket Island
and also for the centre of beach areas in Phuket, such as Patong and Kamala. Such structures
would have on the first (ground level) floor only stairs and supports for the floors above,
owing the sea to flow through 1t. Changes in the shallow seas close to the beeches might
be effective in some circumstances, perhaps by dredging, or of dumping sand or rocks.
Modification to the built environment might also help if the possibilities of tsunami attack are
considered at the planning stages. Changes to the vehicle parking policy and provision could
help here.

However. none of these can be seriously considered until predictions of possible tsunami
sises. types, directions, etc, can be made available by appropriate modelling and simulation.
When this is achieved. the efficacy of the measures described above can also be assessed and
costed. All of this requires computer stmulation to obtain typical possible tsunami data for the



areas under threat. Further. simulation of the effects of such tsunami simulations on building
structures and the built environment also require computer simulation, as does the parking

arrangements.

6 Modetling and Simulation of Possible Tsunami in the Indian Ocean

The source of the tsunami in the northem part of the Indian Ocean, which would affiect the
western coasts of South Thailand, is most likely to be the subduction zone earthquakes of
significant magnitude, associated with the fault line which includes the Sunda Trench,
commencing from the centre of the west coast of Sumatra, right up to the Andaman and
Nicobar islands in the north. Both single and multiple earthquakes (as for the recent events)
need to be considered. Simulation of the effects of such earthquakes on possible tsunaini
generation is needed, but not easy to model.

Hydrological data is required to model the seafloor boundaries. However, the recent
tsunami has caused changes to the sea floor, requiring new hydrological surveys to be carried
out, especially in the Straits of Malacca an import sea route, and this aspect is also
particularly relevant to the West coast of Thailand. The possible effects of reflections {from
islands and undersea rock formations also need to be considered. Such studies will provide
samples of input data for shallow water studies in the coastal areas. Full Navier-Stokes
compressible water wave simulations are required at least to validate any simpler models used
to reduce the costs of simulation. This is true for both deep water and shallow water studies.

The tsunami simulated tor the Indian Ocean, and particularly for the Andaman Sea, are
required as input to the shallow water simulation studies for the general and specific bays and
beach areas of Phuket, Phang Nga and Krabi. There is, of course. the problem of change of
scale and consequent spatial resolution, resolved perhaps by interpolation. However, there are
also a number of potential problems in achieving a reasonably accurale representation of the
resulting sea wave motion.

. Tsunami Modelling Problems

First, it is necessary lo obtain recent or current data of the sea floor hydrelogical data, in
relation to the type of deposits and exposed rock formations as evidenced for exanple, in the
video footage showing the sea receded to the horizon at Patong beach, prior to the arrival of
the tsunami wave.

Second, it is important to obtain estimates of the sand and other materials picked up by the
first wave. This affects the local water density, and also the way in which such mixtures of
solid and liquid matter behave probably needs to be studied.

Consequent upon the first tsunami sea wave arriving, debris will be collected from the
beach area and carried out into the bay. Some of this will be floating wreckage, including sun
beds, and umbrellas, other material will be heavier and sink, but will still be carried away by
the force of the water. Some of this debris and the suspended sand will subsequently be
deposited in the bay area, changing the sea bed data, which in turn will require changes to the
model for the second sea wave. It is not clear how serious this is for the modelling process.
However, it is clear that some small islands, sand bars, sand spits and sand banks, together
with some beach features, were modified by the recent tsunami. Indeed some small islands
have disappeared: some new islands have appeared, and some beaches have been moditied.
This was very apparent from the air during the author’s several flights over the area with local
Thai colleagues after the event(Figure 6). It was also clear that very significant disturbance of
the sea bed in the coastal areas had occurred, as viewed from the aircraft when the author flew
from South to North on the Western side of Phuket island when arriving from Bangkok on 29
December, just three days after the tsunami.
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Figure 6: Small island between Phuket and Krabi after the tsunami

i Application of Simulation Results to Affordable Pefences

The result of the simulation of possible tsunami scenarios at specific beaches requires
irterfaces with other simulations. Specifically, the effiects of such tsunami need to be applied
10 a variety of building structures with a view to determining their susceptibility to such sea
waves. In this respect, it is interesting to observe, that a two storey restaurant, close to the
beach at Patong, had its ground floor cleared, leaving just the supporting pillars holding up
the restaurant above, which was apparently undamaged. Resulting from these observations, it
is relevant to propose that some existing designs and proposals for designs of new buildings
be considered to replace those destroyed. Specifically, it is already obvious that basement
areas in department stores, whether for car parking, shopping or other human activities,
should be avoided where these are in areas liable to flooding from tsunami attacks. Further,
studies of the tsunami on a variety of designs for the built environment in the vulnerable areas
close the beaches can be made to determine favourable designs for reconstruction.

Perhaps of greater significance, is the provision of refuge buildings, specifically designed
10 allow escape to higher level, above the invading sea. This is especially important in the flat
areas of Phang Nga, such as Khao Lak and the central area of Patong beach. The parking of
vehicles, whether for delivery in connection with business or for tourists visiting the beach on
vacation 1s a problem everywhere, but especially difficult in Phuket, and getting worse. The
consequences of a tsunami picking up vchicles and smashing them into shops and restaurants
full of staff and customers is clearly shown in photographs taken at the time of the disaster in
Phuket. A possible solution is to construct multi-storey car parks supported on columns,
allowing the sea to pass safely underneath. This would ease the parking problem, reduce the
danger and also provide refuge for people escaping from the arriving tsunami. Of course, such
car parks must NOT have underground levels, unless they are clearly above possible
inundation. Such buildings with supporting columns are common in Thailand. providing
storage and vehicle parking undemeath and reducing the risk of entry of snakes and other
undesirable visitors to domestic apartments as may be seen in the accommodation blocks at
the Phuket Campus of the Prince of Songkla University, up in the hills of Kathu district, as
illustrated in Figure 7.
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Figure 7: Accommodation block, Phuket campus

Many other aspects of where modelling and simulation might be useful must also be
considered. For example, the design of the cross section of the pillar supports needs to be
optimised to provide minimum resistance to sea waves, in order to maximise the possibility
that upper storeys survive a tsunami attack. Examination of video footage of the tsunami at
Patong Beach shows that, after the tsunami waves had initially receded, the sea took on a
violent chaotic appearance and that this was replaced by a large whirlpool. Perhaps these
damaging activities could have been ameliorated by modifying the sea floor close to the
beach by dredging or by dumping sand or rock to damp out this motion. Finally, the
possibilities of creating moles out to sea to reduce access of large sea waves to the beach
areas, as can be seen at Schevningen, in the Netherlands and at other places.

8 Conclusions

The tragic events of 26 December 2004 in the countries bordering the Indian Ocean have lead
to a desirable initial response of creating a tsunami waming system to enable coastal areas
likely to be affected to be evacuated. However, the flat, low lying areas of Khao Lak in Phang
Nga, Thailand and Aceh, in Sumatra, Indonesia provide little in the way of possible escape to
a higher level above the invading sea. This paper considers the possibilities of the use of
computer modelling and simulation of sea waves to determine the feasibility of making
economic defence provision for affected areas in Thailand, which may also be relevant tin
other countries.

The paper outlines the stages of the work required, and highlights some of the likely
ma jor technical difficulties in carrying out such a novel study. Perhaps the most important of
these difticulties lies in the problems of interfacing the deep sea model to the shallow sea
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model and in turn to the models required to deterimine the effeets of the tsunami on building
structures and the built environment.
The problems of determining the details and modelling of the effects of sand and debris
iollowing the arrival of the first tsunami wave are mentioned and seen to be fermidable.
Finally, possible economic solutions are proposed in relation to more robust and safer
building practices for the affected areas and to the contribution of purpose built or dual
purpose retuge buildings for escape from such damaging sea waves.
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RESTRACT

This paper analyses typical experimental set-ups
“w mdividual-based models on a not-aggregated
wwzi of model description in comparison to
smmentionally aggregated models.

¢ postulates that for real-world-applications
@nmonal assumptions become necessary which
o to the type and the parameters of the data
== fonnation between the aggregated and the non-
se=sreated level.

The structure of the problem is analysed and
“pal scenarios for model usage and validation are
~wzl General methodological deliberations for
= of these scenarios are made which offer a
pd-line for correct experimental design in order
= mahdate the corresponding models.

*. Introduction

The object oriented modeling paradigma has
wwztivhed during the last years and leads
eperally  for the application areas biology,
Suomdogy to its specialization in the foim of so
wuled _individual-based* models. This paper will
=ur =0 into further discussions on the definitions of
“mvwiual-based” in contrary to  “individual-
eme=med” or even “agent-based” modelling. A
mmmwehensive surnmary concerning this topic can
s Soond in (Ortmann 1999). However, the paper
w analyse the validation step during a simulation
“ucv if an individual-based approach has been

With regard to the main application areas of
miiidual-based models, which mainly are applied
= domains without exact physically derived model
&=rmuons, this important phase in a simulation
safy anrracts special attention.

% is typical for individual-based models to
mde]l the reality, the objects under observation.
a2 their behaviour in a very patural way by close
smabogy between the real world objects and he
gisects or individuals — used om model
d=gipion level Tbetefore. this  wodelling

paradigm leads to a class of models which satisfy
the criteria of adequate and easy understandable
model structure on a very high level.

On the other hand, these models often are
associated with the disadvantages caused by their
demands conceming processor time and memory.
This problem is a direct consequence of the non-
aggregated model description and seems to be the
price the user has to pay for comprehensibility and
transparency on model specification level. This
problem, too, shall not be discussed here.

This paper will focus on a further problem field
which seems to be neglected in the main discussion
of individual-based modcls: the problem of model
validation. The pretended simpleness in model
description oflen implies the need for a highly
sophisticated analyse of the model and its results in
the phase after the runs, in validation and
interpretation of the results. In this situation, this
paper analyses typical dilemmas and tries to give
hints for a proper determination of the range of
validity for individual-based models.

2. Simulation on local and on
global level

To wunderstand the problems conceming
validation, we start with a view on the general
design of a modelling and simulation study based
on the individual-based paradigma. Figure 1 depicts
the course of the argumentation in comparison to
the use of a “conventional”, i.e. non-individual-
based model.

ALTERNATIVE A:

irtput ouLput

TP NE GLOBAL-LEVEL prpren
paramelers Ingicatoss
SYSTEM or MODEL

ALTERNATIVE B:

input output

| Individual | LOCAL LEVEL Individual
Indlcators

| paismeters | SYSTEM or MODEL

Fig. 1: Comparison between individual-based and
non-individual-base:d modelling studies



Both alternatives work according to the same
basic scheme: Alternative A shows the situation for
a conventional model on global, which means here
accumulated, level in model specification. The
modellet and experimentator is interested in the
effects of a change in a global parameter. This
parameter is sel for the simulation and after the run
an other parameler on global level, a global
indicator variable is observed.

Example: global input parameter is the
reproduction rate of a population, the model is a
common differential equation model for the
population dynamics, and the model result is thc
population for a tuture point in time. Input, output,
and model equations work on highly aggregated
data for the population, which mirror tbe situation
on individual level in statistical sense.

On the other hand, altermative B describes the
system dynamics on the individual level. Example:
For the population dynamics, a possible input
parameter would be the mean number of children a
woman gets during her life, one would have to
model the interactions of the individuals and would
be able to derive an individual curriculum vitae for
each of the individuals. At the end, the actual
number of children each individual has got would
be the observation parameter on this level.

Both alternatives are proper implementations of
the same basic modelling and simulation approach.
The experiment deals with the objccls input
variable, the model itself, and the oulput.
Accordingly the three basic tasks are identified:
system identification (input and outpul given),
forecast (input and system model given), and
control (system model and output given).
Diffierences between the alternatives A and B can
only be found on the level of model description: In
the first case, the complele model is specified using
the population number as a cumulated value. The
second case specifies the behaviour of the
individuals and produces the population number as
a dependent variable of the set of interacting
individuals. Naturally, both model approaches have
to be parameterised and validated on their specific
level of model description. In consequence, even
the results can only be interpreted and exploited on
the level of specification the model offiers.

3. Data transformation between
the levels

There is one observation which appears from the
simple description of the experimental sct-up
described so far: During the simulation run an
individual-based model produces the curriculum
vitae of the set of individuals under observation. If
the experimenter is interested in more general
model quantities, a recalculation and evaluation of
those raw data will be necessary. (In our very
simple example this recalculation step is realized
by a simple summation ol the individualis living al a

certain point of time and could be realised as a
dependent model quality as well.) This
argumentation implics a change of modelling level
for data evaluation and interpretation (i.e. from
level A to level B) conceming the two altemalive
scenarios introduced in figure 1.

Similar  and much more complicated
transformations from one level to the other can be
necessary in a number of simulation experiments
which deal with individual-based models.

In general, the change ol levels is usefully
applied if missing information on the one level is
replaced by or can be derived from well known
information on the other level. Such a level change
can be done on the input-side as well as on the side
of the outputs.

So far there are no problems in the experimental
set-up and the situation can be recapilulated
graphically by ligure 2. Tbe difficulties, however,
arise wben the modcl has to be validated and the
situation escalates if there is a lack of
comprehensive system data.

ALTERNATIVEA:
input oulpug
| (e ——— |
global j_" GLOBAL.LEVEL
| ter fndicat
parame’ere SYSTEM or MODEL focators
T2 T4
T T3
individual LOCAL.LEVEL tndividual
parameters SYSTEM or MODEL indicators
input output
ALTERNATIVE B:

Fig.2: possible transformations between the
levels of model description during expetimentation

Example: For the very simple population
dynamics example the transfonmnations Tl to T4
introduced by the ligure shall be exemplified:

1. A known mean life expectancy 1is
transformed into detetmined ages for set
of identical model individuals.

2. In a statistical sample size and weight of
persons are measured, the mean values are
used as parameters {or a model on global
level.

3. A certain mean value for energy
consumption of a region has to be
allocated to individual energy
consumption values for each individual
living in the region.

4. The total population number s
summarised by counting the model
individuals at a certain point of time.

Usually, the transformations {rom tbe individual
level to the global level are evident and easily to
execute. In this direction, there exist data on detail
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which have to be aggregated to a more
#===5al often statistical parameter value on the
level.
Trensformations in the other direction are not
==tle without at least two further assumptions:

the type of distribution of the parameter
transformed (e.g. uniform, nonnal, ...)

[

parameters of the distribution, such as
mean value, variance, ...

even the very simple transformation of type

4 dual level to global level) can be more than

ie smmmation and has to be considered with

ness. An example: The individually

g=ied  voices during an election could be

voeiied Therefore an additional set of weight

m==oeiers has to be specified fer the model and

~= euvniesponding aggregation function has to be
2d for a correctly executed level change.

= The problem

ihke  argumentation so far explains the
Wemveuical design of simulation experiments on the
wwer fevels introduced. However, in praxis and
ep—=lly in the praxis of the application domains
=== Iike to use individual based models of cause
#=r easy and structure adequate model
dsamwion facilities, the missing data forces to a
=== sophisticated, combined experiment design
the levels. Therefore wansformations
necessary which imply additional
Tl systematic problem of these parameters is
hroay values cannot be acquired separately. If it
w2 be possible to do so, the transformation and
e change would not have been necessary.
the other hand, proper parameter
(C===fcation needs measurements on both levels to
~=={v the transfonnation parameters first and to
——=i=e thelr values afterwards. This is an inherent
~mmehiction of the experimental design. 1t is
Samsadd by the situation of system data and will not
= Ived by additional data acquisition in the
sl sy=tem.
the modelling and simulation study follows:
©  s9pate validation of the assumptions
smm=aing transformation parameters and their
“m=s s not possible. They have to be an
task within the global model validation

formulate conswuctively: The model
=z 3menis have to be designed in a manner that

ihe model results are independent o f these
trapsformation parameters. or

— tihere is a proper distinciion between the
mthience and effecs of  the
ransiormadions and their pamesss and
the effects of a change I the modsl

parameters which i fact are under
observation to achieve the experiments
objectives.

In both cases the validation implics additional
restrictions  for the experimental design. The
experiments have to assure that a statistical
distinction  between the effects of the
transfortnations and those of the intended classical
investigation according to the tasks identification,
forecast, and control becomes possible.

Naturally, this problem escalates because even
in the model there are variations in parameters (o
test, which are caused by uncertainties concemning
model parameter values and even model structure.
Figure 3 concludes these possibilities in
argumentation for the different alternatives in
experimental design.

It is obvious that the additional parameters
make the study much more complex and the
intended direct causality between the experimental
parameters and their effects becomes more and
more difficult to extract.

mode! input-parameters free parameters for experimentation

individual.haised glebal-level
modeli guantity modet quantity

£ (1) type of transfermaten

transformation | --—~-- "; (2) parametars of transfiotmat en

L

individuatbased ' (3) Systom structure

modal Ll i (4) System par:ameters
- {(5) type of backtransformation
transformation ; (6} parameters of backtransformation
Individuatbased globa -ievel
result value resut vaiue

mode/ output-parameters

Fig.3: data-flow and free experimental
parameters

S. Possible experimental designs
for validation

So far, the need for sophisticated statistical
methods for validation has been elaborated.
Furthermore it is obvious that it will not be possible
to validate the additional parameters separately,
because there are no (or at least: not enough)
system data.

In this situation, four possible and typical
experimental designs shall be analysed with regard
on a feasible model validation. The objective is (o
demonstrate the general argumentation and to
explain the logical consequences of the initially
chosen experimental design.



5.1 Individual
observation

behaviour under

The most obvious motivation for building
individual-oriented models is to investigate in the
behaviour of tbe individuals itself. This 1is
represented by alternative B from figurc 1. The
experimental design 1s without any modification as
it is usual in modeiling and simulation because all
operations take place on individual levcl. For the
validation system data and model data have to be
compared and the range of validity has to be
determined from these deliberations. Conceming
the structure of system and model equal assertions
can be made, and the free parameters (numbers (1),
(2), (5) and (6)) {rom figure 3 are not relevant in
this case.

However, one sbould pay attention to tbe format
of simulation results: To be accurate, only the life
data for individuals are observed on the individual
level. Thereis no aggregation ofthe data at all. Any
aggregation would be interpreted as a cbange (o the
global level and would imply the necessity of a
transfonination of type T4 with tbe corrcsponding
parameters and difficulties.

These deliberations lead to the next
experimental scenario:

5.2.1 Structural adequate models for
global processes

The motivation for this design variant comes
from model description methodology: There exists
the preswnption that a model code as well as a
program code is easier to understand and more
efficiently to maintain if its structure mirrors the
real world structure of the modelled systcm. With
this background, the individual-based model
description seems to offer the optimal level of
comprehensibility because tbis model specification
paradigm propagates to be nearly completely
adequate.

For the wvalidation context, one interesting
observation must be made in connection with this
approach: Even thougb the interests of the
experimentation lic on the global level, model
description and simulation work witb the non-
aggregated level. Therefore the model holds a scale
in detail, wbich is not necessary for tbc level of
results the experimentation intends. If the
information on the detai! level can be provided, this
approach is very self-explaining and the advantages
of the evident model structure overweight the
demands in runtime those models usually need.

If there is a lack of infomnation concerning
parameters on the individual level, there are lots of
additional bypothesis conceming type and
parameter values of the transformations to calculate
and validate, a task which has to be solved by data
collected on the aggregated level solely. Thus, a
serious validation for tbis kind of models succeeds

only with great efforts in statistical determination
of the missing parameters. In praxis the modeller
will have to weight wbcther the adequate model
structure will be worth tbese investments in
statistical procedures. These deliberations show that
the evaluation of tbis experimental design scenario
has to be made for eacb application separately. The
balance betwecn investments and effort as
described above should be considered very
carefully.

5.3 Measurements are neot possible
on the desired level of model
description

This scenario is very similar to the preceding
one; however, in this case the experimenter has no
choice between the alternatives in level because a
missing access to the data on tbe one level forces
bim/her to substitutc the missing information by
investigations on the other one.

To be able to parametetise, validate, and work
with the model at all, at least one of tbe
transformations has to be specified and
parameterised. Here the efferts are the prize for
capacity to act not only the prize for an adequate, a
nice model structure.

The limitations conceming accuracy and
validity of the model have to be accepted. The
experimental design bas to be very sophisticated
but the way of additional transfiormations is tbe
only one, which provides access to a region of
knowledge otherwise completely inaccessible.

5.4  Investigations on
behaviour

emergent

Highly interesting is an application field for
individual based models not yet mentioned in this
paper so far: the so called “emergent behaviour”. In
short, tbis means a bebaviour of a group or
mathematically spoken a set of idcntical individuals
which is observed when these individuals interact,
communicate, and cooperate but which is no
specilicd  explicitly  within tbe  bebaviour
specification of the single individual (e.g. tbe
organisation of tbe ants, swarms, ..).

It is evident that the use of individual based
models is inevitable in this case. Here, tbe
experiment focuses on one of our transformiations:
The purpose of the model is Lo describe individual
bebaviotur locally, let the individuals interact, and
to observe behaviour of the group of individuals
wbich has not been specified explicitly on the local
level. The change of level is the trick: input on
local, measurement of output on global level.

A further analysis touches the assumption that
has bcen the base for all tbe deliberations before:
the existence of well-defmed rnles for aggregation.
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"7 assumption is challenged by the assumption of
essseent behaviour.
ere is no transformation specification in the
of rules or functions! In contrary, the
vations on global level are generated by the
our specification on local level exclusively.
far the theory. In real world applications the
gations on emergent behaviour naturally are
sed by the problems in getting proper
data. Therefore, very oflen level
ormations are necessary to avoid data lacks.
ransformations have to be parameterised and
red as described before. To prove real evident
our properly it is inevitable to separate the
rmation and its effects from the observations
m. mvestigations made to prove the emergent
Jour.
the parameters of the transformation are not
fmown, complex additional experiments are
m===s21y to determine their effects first, and let the
@=ruwtation tumn to the phenomena of emergent
s=rssesonly if there are no more doubts
@x=ming “technical” transformation parameters.
ially for validation these interacting eftects
w= to be differentiated and isolated to make real
s==alities between local behaviour specification
global level parameters evident.

# Concluding example

e well known predatorprey model shall
as a very simple example to illustrate the
méxms and the argumentation for the different
ental set-ups.
mative A implements the model by the
own set of two differential equations for the
== populations. Altermative B specifies the same
in an individualbased manner. The
has to be discussed, how information on
level can be completed by data on the other
and how far the two levels provide support for
on.
First the (well known) suppositions for the
tial equation model explicitly in advance:

The equations are valid only for large
population numbers N.

21 The parameter values are based on equal
distribution of the individuals on the field.
(e.g. for the meeting probability)

To demonstrate the dilemma comparing
al-based and global model to each other.
—e foflowing deliberations will be enough:

If the individual-based model is run with
low population nnmber X. there is a direct
contadiction to the assumption 1 for the
global model.

2. If ike individual-based meodel is yvom with
large populaticn nember N. these will be a

contradiction with the assumption 2: If
there are lots of individuals, the
distribution over the area under
observation will not be equal. Normnally,
there are groups of hunting predators with
no prey in between them in one block and
in an other region other groups of prey
with no predators in between.

The consequence for the experimenter is now:
Is the group building process just a mistake in
model description or should it be interpreted as
emergent behaviour? Often the answer of this
question draws upon the data produced by the
model on the other level. As explained, such an
argumentation breaks the assumptions. There is no
other way out than to specifv the transformations
between the levels, determine their parameters and
validate the hypothesis on this statistically detailed
level.

Conceming the validation of models by a
second model of the same system but on an other
level of detail the conflict is obvious as well: The
change of model specification level does not
replace detailed validation based on additional
experiments with the mnodel and normally even
with the real world system.

7. Resume

The paper tries to give a structure to discuss the
validation of individual based models by
mentioning the separate data transfonnation steps
within the global and the local modelling level and
between the levels themselves.

It emphasises that each transfonnation has
additional parameters for its own that nonmally
have to be determined by additional statistical
experiments,

A comparison of results gained by models on
the different levels may be interesting, however, its
statistical value for validation and interpretation of
possibly appearing effects is negligible.

The proposed scheme does not provide an
algorithm to solve the problems in using individual-
based models but it tries to make the typical
swuctures of argumentation using such models
transparent and tries to give a guideline for the
discussion of critical aspects and common problems
using these types of models.
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ABSTRACT

The paper considers an approach to modeling and simulation
of Distiibuted Denial of Service (DDoS) attacks fulfilled by
a group of malefactors. The approach is based on
combination of “joint intentions” and ‘“common plans”
theories as well as state machines. The formal framework for
modeling and simulation of DDoS) attacks is presented. The
architecture and user interfaces of the Attack Simulator
software prototype implemented and its evaluation results
are depicted. The simulation-based exploration of the Attack
Simulator  prototype demonstrated its efficacy for
accomplishing various DDoS attack scenarios. The
framework and software prototype developed can be used
for conducting experiments for evaluating computer network
security and analyzing efficiency of security policy.

I. INTRODUCTION

Vulnerabilities of computer systems, permanently
magnilying complexity of cyber-attacks and gravity of their
consequences highlight urgent necessity for new approaches
to information assurance and survivability of computer
systems. One of the most hannful classes of attacks aiming
at destruction of network resources availability is “Denial of
Service™ (DoS) (Mirkovic et al. 2002; Mirkovic et al. 2004).
The purpose of DoS is isolation of a victim host. As a result
of this attack the legitimate users can not access necessary
network resources. Most of operating systems (OS), routers
and network components are prone to DoS attacks that are
hard to prevent.

The new type of attack arrived in the beginning thic century.
It is called “Destributed Denial Of Service” (DDoS). To
perform DDoS attacks malefactor needs to hack a set of
computers (“zombies™) at first and to run on them DoS
programs to attack next targets. This makes hard to detect
DDoS attack and to defense from it. The DDoS domain is
becoming more and more complex. We observe now the
great variety of different DDoS attacks and the continuous
appearance of new types that break the defense.

The seriousness of the DDoS problem and the increased
frequency of DDoS attacks have led to the development of
numerous DDoS defensive mechanisms. Unfortunately, the
existing theoretical basis that should support implementation
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of defensive mechanisms against such class of ati
poor.

According to our opinion, among many reasons, the &
stipulated by weakness of fundamental researd
consider defense against DDoS attacks as a
adversarial competition between security system
malefactors’ attacking systems, in particular, the r
intending development of an adequate formal framew
exploratory modeling and respcctive soltware archi
for simulation of DDoS attacks and distributed de
software components of computer network (Kotenk:
2003).

Modeling and simulation of DDoS attacks and perf
their analysis are very important for discovering co

systems prone to  DDoS, formulating ¢
recommendations and developing effective pro
methods.

The paper considers an approach to agent-based m
and simulation of DDoS attacks fulfilled by a gr
malefactors. The goals of the paper are developm
agent-based formal framework for specification of
attacks and implementation of a software tool mal
possible to simulate DDoS attacks.

The rest of the paper is structured as follows. Se
outlines suggestcd common approach for modeliz
simulation of DDoS attacks by imitating males
teamwork. Section 3 describes the ontology of DDoS
and specifications of structure and common sche
operation of agents. Sectien 4 determines architecty
main user interfaces of the DDoS Attack sis
elaborated and its evaluation issues. Cenclusion outln
results ofthe paper.

2. DDOS COMPONENTS AS INTELLIGENT
AGENTS. TEAMWORK-BASED FRAMEWORK
FOR MODELING AND SIMULATION OF ATT A

By the analysis of present DDoS attacks it is poss
reveal the division of DDoS software components b
roles. At first, there is a “master” program which gath
initial information about hosts in the Internet and obta
access to their resources for starting “daemons™ pro
“Daemons™ are the attack executors. They usually pr
full access to compromised host for “master”. “}
coordinates “daemons™ actions: it can exchange mx
with “daemons” and install on captured hosts new pr
for further “daemons™ propagation. “Daemon” rep
“master”” about its state, As soon as the DDoS net

required size, “master” sends the messages about attac




N o wmrget (or simply an attack signal) to all

= of DDoS attacks we can see that each

. (“master” or “daemon”) is an autonomous
il nent which has initial lenowledge, can get
== daw from environment, has target and list of
reach this target, and can interact with other
These properties are peculiar to intelligent

S components form a team of agents as they

= @perations for reaching the common long-time
== of service attack) in a dynamic external
=== {the Intermet) at presence of noise and
of opponents (components of security

s of attzs

18, the a5 ==zarch on teamwork is an area of steadfast
researct 2 t-agent systems (Fan and Yen 2004). A set of
as a fizs ~= = fornalization and simulation of the agents’
systems ' wn. For the organization of teamwork of
r, the ress == we have used the base ideas stated in works

framr:“: : = tion theory, the shared plans theory and the
re archi= es of agents' teamwork.
uted dei=s ons theery (Cohen and Levesque 1991) the

Kotenka 2 & the agents act, are assumed to consist of

that can be associated with specific agent.

nd perfes E hich the agent is convinced are called its

Ting Co= == o7 agent that are considered by it as the most
ng &= = calied its goals. The mutual agents’ beliefs are
Ve pro= R = efs of agent group. Agent team is said to
“=¢ mtention to complete an action if and only if
1sed mos have joint persistent goal (o complete this
y a g
>velopms o plans theory (Grosz and Kraus 1996) the
tion of . = = believed to be the plan of joint fulfillment of
ool mak W o actions by the group of agents. The main
plan are as follows: (1) the group plan
ws. Secs == {team) of agents should reach the consent
modelins ctions, to which they will follow in group
malefaim o agents should take up the obligations not
DDoS = 2 operations, but also ori operations ofthe
n sches = = le (personal intentions how to make
chitectuss R eachagent should take up the obligations on
ck  sims = 17 agents (approved intention); (4) the plan
n outli e canhave as components the plans of the

s the assigned operations, as well as plans

NT : theories (Jennings, N. 1995; Tambe 1997;
YORKS = 2001) the notion of joint persistent
ATTAC ] building the scheme of agents’ actions
= agents’ communication protocols. The

conunitments is the basis for

s possit 2 R : .

1ents bl d monitoring of team activity. This notion
ch gathel ~ = aeclang the state of goal and corresponding
1d obtal = goal is achieved, not achieved, cannot be

E ant in view of breaking conditions). The
== méentions is used to describe the agents’ team

. of particular operators. The main goal in
B = o provide the activity of agents according to a

o= where each agent knows its place. The

15" prog
ally pros
.

1ge mes

ew procle® ]
v repas s @01y supports required methods for solving
S net o fem of shared plan (full or pma2d). This
a4t atiacy B e acvity of whole team. agents”

sl asens and also ibe consumhns dSTEAENGE:

agents’ collaboration and communication. The joint
intentions theory is used fer swucturing of shared plan,
scenario of its execution and communication.

Considering the “master” and “daemons” specifics the most
suitable approach to use is the combined theory. There must
be a shared plan, because of need to provide agents work
according to mentioned DDoS attack steps. Agents have a
joint goal — to perform DDoS attack. However, “master” and
“daemons” act each in one's own way. Individual actions
and communications of agents will also be a part of shared
plan.

The coninon (group, individual) intention and commitment
are associated with each node of a general hierarchical plan.
These intention and commitment manage execution of a
general plan, providing necessary flexibility. During
functioning each agent should possess the group beliefs
conceming other teammatcs. For achievement of the
commeon beliefs at formation and disbandment of the
common intentions agents should communicate. All agents’
communications are managed by means of common
commitments built in the common intentions. Besides it is
supposed, that agents communicate only when there can be
an inconsistency of their actions. It is important for reaction
to unexpected changes of environment, maintenance of
redistribution of roles of the agents f(ailed or unable (o
execute some part of a general plan, and also at occurrence
not planned actions (Tambe 1997).

The suggested technology for creation of the malefactors-
agents’ team (that is fair for other subject domains) consists
in realization of the following chain of stages (Kotenko et al.
2003): (1) fonnation of the subject domain ontology; (2)
determination of the agents’ team structure; (3) definition of
agent interaction-and-coordination mechanisms (including
roles and scenarios of an agents’ roles exchange), (4)
specifications of the agents’ actions plans (generation of
attacks); (5) assignment of roles and allocation of plans
between the agents; (6) state-machine based realization of
the teamwork

Formation of the subject domain ontology is an initial stage
of the agents’ team creation. Modeling in any subject
domain assumes development of its conceptual model, i.e.
set of basic concepts of a subject domain, relations between
the concepts, and also data and algorithms interpreting these
concepts and relations.

The agents’ team structure is described in terms of a
hierarchy of group and individual roles. Leaves of the
hierarchy correspond to roles of individual agents, but
intermediate nodes - to group roles.

The plan hierarchy specification is carried out for each role.
For group plans it is nccessary to express joint activity
obviously. The following elements are described for each
plan: (a) entry conditions when the plan is offered for
execution; (b) conditions at which the plan stops to be
executed (the plan is executed, impracticable or irrelevant on
conditions); (c) actions which are carried out at a team level
as a part of a common plan.

The assignment of roles and allocation of plans between the
agents is carried out in two stages: at first the plan is
dismibuted in terms of roles, and then the agent is put in
correspondence to each role. ®ne agent can executc a set of
roles. Agenis can exchange roles in dynamics of the plan
execubion. Requirements to each role are formulated as




union of requirements to those parts of the plan which are
put in correspondence to the role. There are also group and
individual roles. Leaves correspond to individual roles.
Agents” functionalities are generated automatically
according to the roles.

For setting the agents’ tcam operation in real-time a
hierarchy of state machines is used. The state macbines
realize a choice of the plan which will be executed and a
fulfillment of the established sub-plans in a cycle “agents’
actions - responses of environiment”.

At joint performance of the scenario agents’ coordination is
carried out by message exchange. As the agents’ team
fiuiction in antagonistic environment agents can fail.
Restoration of lost functionalities is carried out by means of
redistribution of roles of the failed agent between other
agents and cloning of new agents.

3. ONTOLOGY OF DDOS ATTACKS. STRUCTURE
AND OPERATION OF AGENTS

The developed common ontology of DDoS attacks
comprises a hierarchy of notions specifying activities of
team of malefactors directed to implementation of attacks in
dilferent layers of detail. In this ontology, the hierarchy of
nodes representing notions splits into two subsets according
to the macro- and micro-layers of the domain specifications.
All nodes of tbe ontology of DDoS attacks on the macro-
and micro-levels of specification are divided into the
intermediate and terinal (Kotenko and Man’kov 2003).
The notions of the ontology of an upper layer can be
interconnected with the corresponding notions of the lower
layer through one of three kinds of relationships: “Part af”’
that is decomposition relationship {(“Whole”—"Part™); *Kind
of" that is specialization relationship (“Notion”="Purticular
kind of notion™); and “Seq of® that is relationship specifying
sequence of operation (“Whole operation” - Sub-
operation”),

High-layer notions corresponding to the intentions form the
upper layers of the ontology. They are interconnected by the
“Part of" relationship. Attack actions realizing malefactor's
intentions (they presented at the lower layers as compared
with tbe intentions) are interconnected with the intentions by
“Kind of”" or “Seq of " relationship.

The *terminal” notions of the macro-level are further

classes of DoS-attacks are detailed, for examples
flood” (sending a huge number of network packets wi
paramerer). “Land” attacks (sending an IP-packet widd
fields of port and addrcss of the sender and the recer
Source Address = Destination Address, Source Port N
= Destination Port Number), “Smurf” (sending brog
ICMP ECHO inquiries on behalf of a victim host,
hosts accepted such broadcasting packages answer
victim host, that results in essential capacity reduc
communication channel or in full isolation of an =
network), etc.

DDoS-attack includes three stages: (1) preliminary, (2
and (3) final.

Main operations of the preliminary stage are invess
(reconnaissance) and installation of agents-“zombies™
The content of the basic stage is realization of DDoS
by joint actions of agents *“master” and “"daemons”.
Common formal plan of attacks implemented by =
malefactors-agents has three-level structure:

(1) Upper level is a level of intention-based scenzy
malefactors’ team specified in terms of seque
intentions and negotiation acts;

(2) Middle level is a level of intention-based scerzz
each malefactor specified in terms of ordered seque=
sub-goals;

(3) Lower level is a level of malefactor’s iy
realization specified in terms of sequences of |o%
actions (comrands).

Algorithmic interpretation of the attack plan specif=i
tamily of state machines. Tlie basic elements of each
machine are states, transition arcs, and explanatory t=3
each transition.

States of each state machine are divided into three !
first (initial), intermediate, and final (marker is Ep2
initial and intennediate states are the following:

(1) non-terminal, those tbat initiate the work @
corresponding nested state machines;

(2) terminal, those that interact with the host model;
(3) abstract (auxiliary) states.

Example of one of realizations of the s#te machins |
represented in Figure 1. Main parameters of this reas
of the state machine are defined in Table !.

elaborated on the micro-level of attack specification,and ¥ 95> SA0st 712 L 5 08 > PO DS |
on this level they belong to the set of topleve! notions @ 085 PR 08T 712 ok

detailed through the use of the three relationships & 0§ = vrostf
introduced above. EO T -
In micro specifications of the computer network attacks 1 05 > SFB87 w712} 7) 05> 5 0sY]
ontology, besides the three relations described (*Part ;
of, “Kind of”, “Seq of™), the relationship “Example of” ) A o,

is also used. It serves to establish the “type of object- v " * " " .
specific sample of object™ relationship.

The developed ontology includes tbe detailed

description of the DDoS domain in which the notions of il L T Be £na 8
the bottom layer (“terminals™) are specified in terms of 19 0812 e |
network packets, OS calls, and audit data. 9 O0St>Ea  (12) |
Nodes specifying a set of software exploits for . i 1
generation of DDoS attacks (Trinity V3, MSTREAM, 10) DS1» End  [7-12) 11) D812 Ena 8

SHAFT, TFN2K, Stacheldraht, Trin00) make up a top
level of the ontology fragment. At lower levels dilferent

Figure |: Diagram of State Machine DS (DoS attack)
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xample: | ‘Wz Parameters of State Machine DS
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1€ receivs DS{, SF (SYN tlood), LA (Land attack),
¢ Port N PF (Ping flooding), SA (Smurf), PD (Ping
g broade of Death), UF (UDP flooding), IFS

host. {Storm of inquiries to FTP-server), £End

answer
reductics
of an a=3

DSI

SF. LA, PI.SA,PD, U, IFS
DSI

inary, (2
z of agents by two-level structure. The team
of “master” and “daemons”™. Each master
¢ group of “demons” “Demons” execute
& === actions against victim hosts.
opment depends on the malefactor's “skill”,
= =e=muing network characteristics, which hey'she
other malefactor's attributes. An attack is
e as interactive process, in which the network
attack action. Computer network plays the
nment for DDoS agents, and therefore its
part ofthe attack simulation tool.
mpe=rs need in one more agent — agent-
~ = simulates an attack environment — Internet.
== = considered as a set of connected hosts. Every
characteristics, for example, ip-address and
=== hosts. All DDoS agent requests to outer world
: by “simulator”.
= wepresented as follows: ay = <K, B, R, P, G,
agent identifier; K — agent knowJedge; B —
“. # — agent intentions; P — a set of parameters
agent activity; G= { Lp, fr } —a set of goals
— hierarchy of possible goals and actions
ences), fx — of choosing the goal or action

¢ Inveshz
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sequends

or’s
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lodel; Wwisdee (K) of the agent“simulator” is the
| e — hosts (active or not; ip-address; e-mails
nachine ) - .
i ports; OS type; ip-address of router for this
s SO . = ec-mail client, etc.) stored in the notion
i information about network topology (as a
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e 2 Fragment of Agent “Sinrulator”™ Ontology
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Tbe agent-“simulator” beliefs (B) represent the information
about agent deployed on the current host. Tt is stored in the
notion “poHosts” (agent name).

The “simulator” parameters are the network topology and its
hosts properties.

The agent set of goals and activities (L) consists of responses
to other agents requests (they function according to
protocols). The requests are: request for determining if the
host active is (ActiveHostQuery); request for scanning the
hosts ports (OpenPortQuery); request for host capturing
{HostCapturing); DoS attack execution (DosExecution).

The commitments (C) to other agents are specified and
falfilled according to the protocols of interaction between
the agents with defined roles (Figure 3).

[ Dimesrat OF RASSIGT ! |l S‘Ernulmmﬁole_l

AdiveHoci@uery J ______ 4;’,_,_. = e @m4 e

! OpenPertGuery } e * _______________ @_ e e
l HostCapturing j ,,,,,, Q ............. _Q T
| ActvarzMNew®aeman 's J _@ ———aE 7&_ —diges

WeSExasstion i» === {;?>~—~— —-— = —@— s e

Figure 3: Agents, Their Roles and Protocols

The knowledge (X) of the agents “master” and “daemon”
consists of infonnation about compromised hosts and itself
(one instance of the notion “poHost” and one
“poAgentProps™) (Figure 4).

fj:’?f\:'g' entFrops

Figure 4: Fragment of Agent “Master” (“Daemon”)
Ontology

The agents “master” and “daemon” beliefs (B) are the
infornation about environment (network topology, hosts
parameters) and about other agents activity. They use the
notions “poHosts” (“agent” attribute) and “poAgentProps”
(host ip-address; ip-address range to scan; workable or not;
victims i p-address; time to start attack). While acquiring new
beliefs these agents build “the map of the world” step by
step.




The agents parameters (P) are their AT Ty v R E

activason parameters stored in the notion : ——pame - R =i
“AgentProps™. ot o R
If the range of ip-addresses to scan is empty 1=
then the agent plays the “daemon” role. It | Emg:’c;:::sm ‘ A W 1 |
executes the attack only. If the range is not | | [ J ‘ R ‘

null then the agent plays the “masters* role. [ put B B RS

It gathers the information about hosts from [ Aklin ‘ . VN
mentioned range, tries to capture them and _______ i ¥, T = e
also executes the attack. o | S

The set of goals and activities (G) and their  — e OiDeas
hierarchy (L) ar¢ represented by state ! i e mpin>> 3
machine representation (Figure 5). :

Main goals and activities of “master” are as e
follows: Starting on accessible host f Tl s
(“DaemonActivation™); Gathering e Rl !
infortnation about other hosts - T [ Smud |
(“InformationGathcring™), including Host B ey el

activity determination (“'GctActivelnfo”)
and Open ports deterniination
(“Get®@penPortinio”); Propagation by host
capturing (“HostCapturing™), including

Figure 5: Fragment of “Master* (“Daemon”) Goals and Activities

Acquiring the hosts resources using the “shared resources" Simulator capabilities, the following parameters of 3
vulnerability (“Shared_Resources”); DoS attack execution realization outcome have been selected: number of te

(“AttackExecution™), for example using “Ping Of Death™, level attack actions, percentage of the malefactor’s inz
“Syn overflow”, “Smurf”, etc. Main goals and activities of that are successful, percentage of “effective” nej
“daemon” are starting on accessible host and DoS attack rcsponses on attack actions, percentage of attack a2
execution. blockage by firewall, and percentage of “ineffective”

The commitments (C) to other agents are specified and of attack actions.

fulfilled according to the protocols of interaction between Let us consider a small example of simulation of

attacks. The network fragment including 7 hosts defs

the agents with defined roles. . ! 031
the environment for DDoS is represented in Figure

4. ATTACK SIMULATOR PROTOTYPE AND ITS Table 2
Byl T R e e
Do Gt o Powct Bp oo oo

The software prototype of Attack Simulator has been Q@@ e 2y .
implemented. Now it is used for validation of the accepted ®
basic ideas, fonnal framework and implementation issues.
The developed architecture of the attack simulator
implementing the above descrihed attack model was built as @ ;
an agent of multi-agent system (MAS). The design and mester w2 g i
implementation of the attack simulator is being carried out \.—.*————.
on the basis of MAS DK - Multi-Agent System / :
Development Kit (Gorodetski et al. 2002). =
The MAS agents generated by MASDK have the same state- .
machine based architecture. Diffierences are reflected in the .
content of particular agents data and knowledge bases. Each
agent interacts with other agents, environment which is Figure 6: Graphic user interface for DDoS simulat:
perceived, and, possibly, modified by agents, and user
communicating with agents through his interface. Tahle 2: Initial conditions for sitnulation
The main objective of the experiments with the Attack
Simulator prototype is to evaluate the tool’s efficiency for N | IP Router | Active | Open | OS i
different variants of attacks and attacked network address | IP- ports type
configurations. These experiments were carried out {or address
various parameters of the attack task specification and an I 3 ] ves 80 Win |
attacked computer network configuration. The influence of 12 3 | wes 80,139 | Win
the following input parameters on atsacks efficacy was | e = yes 80 Win
explored: a malefactor's intention, a degree of protection 14 14 yes 80,139 | Win
afforded by the network and personal firewall, a degree of L3 1o % _yes 80 Win
security of attacked host, and the degree of malefactor’s T - T—— . ¥cs 139 Win

7 11 4 es 80 Win

knowledge about a network. To investigate the Attack L




was deployed in the initial moment on the
-~ ==ameters (P) were as follows: target of attack —
sm==—to-compromise — 2-6; time to attack — 30
wl=r the start of simulatien. Based on this data it
“==rv to create one instance of ‘“simulator”, one
“master” and six instances of “daemons”.
s its actions to the text file to «race the DDoS
= ~.part ofDoS agent log is determined below:

= S_Agent Master - Info gaithering B
S_Agent Master - SendMsg Ping (Active Query) ip=6
© DDoS Agent Master - ReceiveMsg Re_Ping (Active
i sctive=]

L S_Agent Master -~ SendMsg PortScan (Open Ports

ngOiDeath

< reqular 2>

flow |
S

=S S_Agent Master - ReceiveMsg Re_[sPortOpen (Open
1p=6, open ports: 139
S_Agent Master - Capturing
S_Agent Master - Captming: Shared Resources ip=6
DDoS_Agent Daemon4 - ReceiveMsg Activatelt
b= e _dos=1101135734 000000
e _Agent Daemon2 - Attack Exccution method~ Ping

vities
_ S_Agcnt Bacmon3 - Attack Execution method= Smurf
— S_Agent Daemon4 - Attack Execution method= Syn
sters of 2
er of terl
tor’s ini=s e ment (18:01:44) the “simulator” (see data
tive” ns I iand “master” (see (P) above) were initialized.

= began to gather inlormation. It w7y to find if
active and if they have the open ports. He

attack =
fective™ =

Jd

L these hosts and to deploy “daemons™ on
tion of =5 ve waited until given timc for attack
ysts desm B 4= aresult, “master™ could capture the hosts with

“ .1 6 because they were active and had open
~ So only 4 agents (3 “‘daemons™ and “masler’)
T attack on victim host (ip-address 7). The
- = DeS method and attacked the host #7.

# ==om-based exploration of the developed Attack
© wrowotype has demonstrated its  efficacy for
“mz various attack scenarios against networks

B structures and security policies implemented.

Figurs

o

EEESION

"= we developed basic ideas of the modeling and
= 2= DDoS attacks by teamwork approach. We
- ture of a team of agents, agent interaction-
mechanisms, and specifications of
< a=ent plans. The technology for creation of the
~om= tzam was suggested and described. We
approach to be used for conducting
boih evaluale computer network security and
ency and effectiveness of security policy
“ut  attacks. Sofwware prototype of Attack
developed. The attack simulator allows
spectrum of real lite DDoS attacks. Its
written in terms of Visual C++ and
=mments with the Attack Simulator have been
=—=aung the investigation of attack scenarios
B eswmesss with different security policies.
RS Sselopment of thie Arack Simulator tool wall
, entEwemnent of its capabilities W spoyfaamos of
BN -wsks oxpansion of the DDoS ammck classes
S mxse Sophisbcated aiiack STxEnos o,
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Agent-based Artificial Consumer Market and Optimization of
Defensive Strategies

Jiirgen Wock!

Abstract

This paper deals with a simulation approach to explore
optimal delensive strategies concerning an entrance of a
new firm in a gradually saturated consumer market. The
question is how to react on a new entrance from the view
of the incumbents and also how to succeeds entering the
market from the view of the new entrant.

A agent-based artificial consumer market (AB-ACM)
has been designed to provide an experimental environ-
ment for the optimization task. The AB-ACM has been
formulated very generally to make sure all interestecl
marketing and management related strategies can be
considered. Optimization methods are applied to the
artificial market to derive optimal strategies obtaining
maximal profits to keep competitive and to find optimal
reactions for both - the entrant and the incumbcnts in
the market. In the concluding simulation study there
is one questions of interest concerning the adaptation
of the strategy to obtain maximal profits - the effect
of varying heterogeneity of the considered consumer
aspiration points. The resulting optimal price-budget
combinations remain stable up to a certain degree of
heterogeneity. Then a threshold is reached from which
further disaggregating the market will lead to boundary
solutions.

1 Introduction to the AB-ACM

The artificial market is made up of a constant number
of consumers whicb are represented by artificial agents
creating a agent-based framework. Each consumer has
an individual aspiration point of attributes whicb the
preferred product should possess. The cboice process
of the artificial consumer depends on the knowledge
of the products oifered at the market and the attitude
the consumer gained by comparing his aspiration
point to the perceived attributes of the product (see
[Buchta and Mazanec(2001)]). In the environment it is
assumed that each firm just provides one product and
therefore the profit of the {irm equals the price times sales

*Adaptive Methodology and Cozporate Leamming: WU-Wien;
juergen.woeckl @ wu-wien.ac.at
tARGESIM: TU Wien: jweeck] @osiris.iuwienac.at

of its product reduced by the budget spent for advertising
Additionally the variables price and budget are relevaa
for the attitude of a consumer regarding to the product
The attitude depends to the advertising budget ot a firm
weighted by tbe price of the product. At the initial time
(to = 0) no consumer agent knows anything about
products and the firms on the market, and their choic=s
cannot be made rationally - in the context of choosing
a product best fulllilling their aspirations. Primary
through the advertising of the firms the consumers g=4
infermation about the products and their attributes

so they are able to choose the best fitting product. The
success of each firm/product depends on the price.
attributes and the invested advertising budget. These
variables has to be optimized by all firms in the market
especially at tbe time of entry of a new finn attacking =
segment allready covered by an incumbent.

2 Functionality of the AB-ACM

The fellowing equation (1) shows the evolvement of
attitudes att;;;. of a consumer ¢ regarding to the attribu=
k of product j. This differential equation consists of tw
parts where the first describes the growth of the attitudes
of the advertised attributes starting at O up to } dependen
on the actual relative advertising budget. The second pasg
describes the decay due 1o the forgetting of the product
tributes by the consumers. The appropriate function

is defined in equation (2) and (3).

In the following the indices ¢ denote the aspirati
groups, j the brands, & tbe product attributes and ¢ (s
time.

The differential equation responsible for the tempoz
modificat.ion of the attitudes p of those attributes whica
are advertised is the following:

dalty(t) [
dt d price;
- [aif(budget;)(1 — att; (1))
—b(¢, budgety)utt;; (t)] (1

where aif(budget;) indicates the advertising impaa
function depending to the advertising budget of product
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- price; refer the relative price of product j:

- e

price;

j 21_1 (prweﬂ
= =wation the oblivion rate is described by:

aif(budget;) =e

p?‘ice;
verlising
- relevas
product

of a firm » . acu-advertised attribute:
itial tims
ibout 1{3: b(¢, budgetj) = by 2)

r choicss
choosizg
Primar

» . advertised attribute:

i

b(t, budget;) = (3)

e 1+ F(t, budget ;)
utes ant
luct, Tos P
rice, u--:
t. The () = budget, (t) - -
Z “;(ar / budget (1)
: owN _—
ackingey z (budget ;(° t5(7)
et t"yr )

~o=  3) describes the advertising effect of budget
= == the past. The amount of all advertising bud-

the present consumers’ attitude. The factor
= ;) in ithe ODE (equ. 1) regulates the latency
attribuss “besarang effects - in other words the oblivion of
ts of st So alternating advertising strategies are
attituéss .= because of the nonlinear continuation of the
' ~wmer advertising budgets. If the advertising is
. z7t=r some time the effect vanishes and the obliv-
0 e of the consumers regarding the specific product
=== and the attitude decreases continuously. The
© = e consumer ¢ with respect to each product j
- =me=arred using the preportional distance between
Sup=x=iaie aspiration point and the attitude corre-
= wand j and is calculated as
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Jesign of the Agent-based
Environment

“aesmE fesed environment has been implemented us-
W "o and Matlab and the object oriented structure
23 shown in fig. {1). The number of agents and

= &= amrgant and for the experiments we used 300

consumer agents and 4 lirm agents. The consumers are di-
vided into threeequalsegments, each containing 100 con-
sumers. The three segments are well separated and all the
consumer aspiration points of a segment are normally dis-
tributed around a segment specific common ideal point.
At initial time tg = O three of the firm agents are in the
market and after some time the steady state of each fiim
serves one segment has arose. This follows because in
this state each firm earns sufficient money from the 100
consumers they are serving exclusively and beetween the
firms there is no competition necessary. After the market
is in this stable but still parily saturated state, the fourth
firm enters the market and attacks the segment of one of
the incumbents. The market is fully saturated if all con-
sumers have perfect information about all firms/products.
The saturation of the market is one of the design factors
of this study. In the next section the design and the hy-
pothesis of the study are presented in more detail.

Consumer

+®erceived_price: (J dim}
+perce:ced_budgaet: (J-dim)
+perceived_ativibutes: (JxX-dim)
-attitude: (JIxX-dinm)

utility: (J-dim}

-stacked forger hudyets: (J=dim)

+chcose_pzacuct (}
calculateu tilities()

Firm

tprice

+andeet

+produci atlributes: (K-dim)
-former _nacket_data

+make_decizion(}
-cet_narkex_data()
-calculat.e optimize d strateey (}

forecasr_performance()

Figure 1: Class Diagrams of the agents 'Consumer’ and
"Firm’

4 Experiments and Results

The market which in this study is assumed as an ex-
emplary application for the optimization task consists of
three well separated consumer segments each of them
treated by a single fin. To optimize their individual prof-
its the brands are able to set the price of the product and
the advertising budget to evoke higher consumer prefer-
ences and thus higher market shares. After a period of
increasing market saturation a new firm enters the mar
ket in a specific segment and thus attacks the position of




Figure 2: Surface plots of the profits of the
incumbent for several price-budget combi-
nations under a fixed entrance strategy in a
homogeneous market (0'2 =0)

one incumbent. The emphasis in this study is to derive
the optimal reaction of the incumbent as well as the op-
timal entrance strategy conceming prices and advertising
expenditures. The diversification of those optimal strate-
gies varying a certain experimental factor is presented.
Here the lactor of interest is the heterogeneity of the con-
sidered consumer aspiration points. [t is expected that the
results of the experiment will become more fuzzy with
increasing heterogeneity. The firms’ target is to optimize
their profit. especially after the new entrant participates
the market the achievement of an equilibrium is very am-
bitious. The following figure shows a exemplary plot of
the target function for the optimization routines. More re-
sults and their interpretation are discussed in the article.

4.1 Optimization of the incumbent
varying the "Heterogeneity of the
consumers’ aspirations”

The experimental factor considered concerns the degree
of heterogeneity in each consumer segment. There can
either be a single ideal point per segment (homogeneous
case) or a more or less diverging pall of individual con-
sumer ideal points (heterogeneous case).

As a first assumption the market segments are homoge-
neous. That means though each consumer segment con-
sists of 100 consumers, they are assumed to have the

Figure 3: Surface plots of the profits of the
incumbent for several price budget combi-
nations under a fixed entrance strategy in a
heterogeneous market (0% = 0.04)

same aspiration point. This common aspiration level

be interpreted as the segment ideal point (02 =0). F
ther the incumbents’ reaction in case of a fixed entranat
strategy is investigated under the assumption that the x|
dividual ideal points of the consumers are normally dis
tributed with the segment ideal point as mean and a rels
tively small variance (02 = 0.04 and 0% = 0.08) in e
segment respectively (fig. 3 and 4). The surface plots ==
served for all three cases to present the resulting profs
for the incumbent under a fixed entrance strategy.

As it can be seen in Figure 2 there is no unique optimu=
There exist different price-budget combinations resuls
in the same optimal profit for the incumbent. But at leag
a general tendency concerning price and budget reactio=
can be read off. More precise the incumbent should =
duceits price (down to a valuebetween 2 and 2.5 units)
well as its advertising budget (down to a value inthe intzs
val {50, 100]) when it is facing a new brand which is ex
tering the market and directly jeopardizing its monop
in this special market segment.

For the case of distributed ideal points (fig. 3 a
4) the tendency of the prices to stay constant a
the budgets to decrease still holds. Prices shouid
selected from the interval [2,2.5] and budgets out
{10, GO]. Another interesting result the tendency toward
a boundary solution. Boundary values like stop spendiaz
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=== expenditures at all and set the highest price
= Become more and more attractive. For further
~o= swdies and a more detail discussion of the

saggestions see [Schuster and Waéckl(2005)]
ancl Schuster(2004)].  Further liter-

:oout agent-based  implementations  and
=mzrzl  approach to the used model can
== in [Buchta and Mazanec(2001)] and

Stahmer(2003)].
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ABSTRACT

Autonomous agents generate plans towards the achievement
of their goals and, over time, siluations arise in which their
plans contlict with the plans of other agents. Negotiation is the
predominant process for resolving conflicts. This paper
presents the key features of a negotiation model ter
autonomous agents that handles multi-party, multi-issue and
repeated rounds. The model acknowledges the role of conflict
as a driving force of negotiation, formalizes a set of human
negotiation procedures, allows the dynamic addition and
removal of issues. and accounts for a tight integration of the
individual capability of planning and the social capability of
negotiation. This paper also describes an experiment
conducted to evaluate a version of the model that handles (wo-
patty. multi-issue negotiation. The results confirmed a number
of conclusions about human negotiation.

INTRODUCTION

Autonomous agents generate plans towards the
achievement of their goals. The agents operate in
complex environments and situations often arise in
which their plans conflict with the plans of other agents.
The predominant process for resolving contlicts is
negotiation. Recent growing interest in electronic
commerce and supply chain management has given
increased importance to negotiation.

This paper presents the key features of a generic model
of negotiation that handles multiparty, multi-issue and
repeated rounds. The main components of the model
are. (i) a prenegotiation model, (ii) a multilateral
negotiation protocol, (iii} an individual model of the
negotiation process, (iv) a set of negotiation strategies,
and (v) a sel of negotiation tactics. The mode!l accounts
for a tight integration of individual and social behavior.
Also, the model acknowledges the role of conflict as a
driving force of negotiation, formalizes a set of human
negotiation procedures, and allows the dynamic addition
and removal of issues.

The model is currently being evaluated. This paper
describes an experiment conducted to: (i) assess the
feasibility of building autonomous negotiating agents
equipped with a version of the model that handles
twoparty,  mulli-issue negotiation (integrative
negotiation), (ii) investigate the behavior of integrative
strategies and their associated tactics, and (iii) evaluate
the effect of these strategies and tactics both on the
process and on the outcome of negotiation.
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IST. L°F
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This paper builds on our previous work in the area o
negotiation (Lopes et al. 2002; Lopes et al. 2004). 1%
remainder of the paper is swuctured as follows.
generic model of individual behavior for autonomo=
agents is presented first, followed by the key features o
a generic model of negotiation. Next, the experimes
work is reported. Finally, related work and concludi=
remarks are presented in the last two sections.

AUTONOMOUS AGENTS

This section presents a model of individual behavior
captures some important features of a wide range
autonomous agents. Let Agents be a set of agents. =
brief description of the key features of every ages
ag;cAgents follows (see also Lopes et al. 2002).

The agent ag; has a set B={b;;,...} of beliefs, a
G={8;;;---} of goals, and a library PL={pt;,...} &
plan templates. Beliefs represent information about
world and the agent himself, goals represent woris
states to be achieved, and plan templates are procedura
for achieving goals. Every plan template pz‘[.jePLI is =
6-tuple that includes a header, a type, a list
conditions, a body, a list a constraints, and a list =
statements. The library PL; has composite pi=
templates specifying the decomposition of goals
more detailed subgoals, and primitive plan templ
specifying actions directly executable by ag,.

The agent ag; is able (o generate complex plans from
simpler plan templates stored in the library. A plan
for achieving a goal g, is a 3-tuple that includes a
PT ,cPL. of plan templates, a binary relation
establishes a hierarchy on PT;k’ and another bin
relation that establishes a temporal order on PT. T
plan p;, is represented as a hierarchical and tempoc

constrained And+ree denoted by Pstruct;,.

At any instan, the agent ag, has a number of plans
execution. These plans are the plans adopted by ag,

are stored in the inrention structure IS!:[pl.l,. L
each plan PyE 1S, the header of every plan template pr__
in p_, is relerred as intention int. . The agent ag, o
has mformation about the other agents in Agents. Ttad
information is stored in the social descript
SB={SD(ag)...}.

The agent ag, checks regularly its adopted plans in ords=
to detect any potential conflict of interests. To this enz
ag, has a library of conflict detection axiom

CL={ax,,...}. The axioms state which intentio=

cannol be satisfied together.
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= Ag={agy,....ag,}. AgAgents. be a set of
Ssnmomous agents. Let ch_{p“\, P} be a set of
== of the agents in Ag including intentions
PTIERRLL § respectively for agents

W .ag, Let the intentions in 7J 4¢ Tepresent
“===irents to achieve exclusive world states. In this

there is a conflict Conf, 4 among the agents in

= section presents the key features of a
~“=t:on model (see our eariier work for an in-depth

Lopes et al. 2002; Lopes et al. 2004)).

“mring and Plamhing for Negotiation

= =eacgotiation model defines the main tasks that
- 2zeniag;eAg must allend to in order (o prepare for
= n. A description of these tasks follows.

n of the Negotiation Problem Structure. A
n problem NP, from the perspective of ag; is
that includes a goal g, a plan p; for achieving

intention iy, of p;, the set

of agents negotiating with ag,, and the set
: ons [, = g —{int,,}. The problem N?;, has a
e A Psrrncrl n consnslmo of a hierarchical And-Or
— nodes of the And-Or tree are plan templates.
s of the root node describes the negotiation
L The structure NPstruct, defines all the
— of NP, currently known by ag,. A solution is a

e can achieve the negotiation goal g, .

e ification and Prioritization. The negotiation
W of ag; are obtained [rom the leaves of NPstruct;.
e 1‘,(0,...] be the collection of plan templates
=] ¢ the leaves of NPstruct;. The header of

5 template pr; & el,, is called afact and denoted
= Gommally, afacrf,kJ 15 as 3-tuple that includes a
issue isy; and a value vfis, ] of is,. Let
- [y, be the set of facts of NPstruct;,.. The
agenda of ag; is the set of issues I, ={is,, ,
associated with the facts in F;, . The interval of

v for each issue isy;el, is represented by
s ,_max,.k}]. The priority of is; is a number that
=== i(s order of preference. The weight of isy; is a
e represents its relative importance. The sets

r and normalized weights of the issues in I,
B cmesented by PRy={pry,..--Pry} and
B .....w, }, respectively.

s Aspirations Formudation. The limit or
- value is the value beyond which a bargainer

¢ 10 concede. The aspiration is the value
“= @ anv particular time. The limit for each issue
. = is replesemed by lnn and the initial
e 2 by asp(b

Sewsumion  Constraines  Definition.  Megotiatian
bound the possible vahies for the issues in
=i constraints are linear constraints that specify

.'rr-:."'_ valaes for the issues. Soft are
s aWsTaiots that specity numimmsn acepable
s Jor the issues.

Negotiation Strategy Selection. The agent ag; has a
library SL—{szr ..} of negotiation strategies and a
library fL {tact ..} of negotiation tactics. The
selection of a strateoy is an important task and must be
carefully planned (Pruitt and Kim 2004). In this paper,
we just assume that ag; selects a strategy str & SL; that it
considers appropriate according (o its experience.

The Multilateral Negotiation Protocol

The protocol specifies the set of possible tasks that the
agents in Ag can perform during the negotiation process.
A global description of this process follows.

The negotiation process starts with an aoent say ag;.
communicating a negotiation proposal propi oy toall the
agents in A, A negotiation proposal is a set of facts (see
next subsectlon) Each agent ag.€A, recewes propl.,
and may dec1de either: (i) to accept proply, » (i) to
reject  prop,,,  without making a critique, or
(i11) to reject prop,.l,m and making a critique. A critique
is a comment on which parts of a proposal are
acceplable and unacceptable or a statement about
relevant aspects of the negotiation process.

The process continues with ag; receiving the responses
of all the agents in A;. Next. ag; checks whether a
negotiation agreement was reached. If the proposal
prop;;(m was accepted by all the agents in A the
negotiation process ends successfully. In this case, ag;
just informs the agents in A; that an agreement was
reached. Otherwise, ag; can act either: (i) by
communicating a new proposal prop,, (ii) by
acknowledging the receipt of all the responses.

The process proceeds with the agents in A; receiving the
response of ag If ag, decides to commumcate a new
proposal prf)p‘ s each agent ag. in A; may agam
perform the tasks just specified. If agf decides (o
acknowledge the receipt of all the responses, the process
proceeds to a new round in which another agent ag,eAg
comsnunicates a proposal to all the agents in A =Ag—
{ag,}. This is repeated for other agents in Ag.

The Negotiation Process: Individual Perspective

The individual model of the negotiation process defines
the tasks that each agent ag,€A g can perform during the
negotiation process. A brief description of these tasks
follows (for simplicity, we omit the time).

Negotiation  Proposal  Generation. This  process
generates the set of initial proposals NPS,, satisfying the
requirements imposed by NPstruct,,. The generation of
NPS, is performed through an iterative procedure
involving: (i) problem interpretation, (i) proposal
preparation, and (iii) proposal addition. Problem
interpretation consists of searching NPstruct,, for any
solution sol;,,. of NP, and selecting the primitive plan
templates PPTm?,!.:{prlka Pligy) of soly,, Pro‘po.sal
preparation consists of detenrumno a negotiarion
proposal propih'l={ffk(l..,,, :kp}' ifel. pa sef of facts
corresponding to the headers of the plans m PPT, .
Proposal addition consists of adding prop,  to NPS;.



Feasible and Acceptable Proposal Preparation. This
process generates the set of feasible proposals FPS
FPS; cNPS;,. and the set of acceptable proposals APS,,
/'QPS“,C;FPSK, Let Iprop'.km= {:'s'.ka,...,is‘.kp} be the
1ssues  associated with the {acts in prop,, =
it /kp}‘ Also, let HCP"OP,k,,,={hC,‘k(,*'"’h"!kp} and
SCpropy.,, ={sc;. .« ""Scikp} be the sets of hard and soft
constraints for the issues in [prop,. ., respectively. A
negotiation proposal prop,,. is feasible if the issues in
Iprop,, satisfy the set HCprop, . of hard constraints, A
feasible preposal prop,, is acceptable if the issues in

Iprop,,, satisfy the set SCprop,,,, of soft constraints.

Feasible Proposal Evaluation, This process computes a
score for each proposal in FPS,. In this paper, we
consider that the score of prop,, is given by an additive
scoring function (Raiffa 1982).

Feasible Proposal Selection. This process selects a
feasible proposal prop,. €FPS,. The strategy st of
ag; defines a tactic tact, € TL, to use. The tactic ract,
specilies a particular proposal prop;, . (see the next two
subsections).

Feasible Proposal Modification. This process computes
a new proposal from a rejected proposal prop;, . The
strategy str, def ines one or more tactics to use. The
tactics modify prop,,  to make it more acceptable. The
modification can be done either: (i) by making a
concession, or (i) without making a concession (see
again the next two subsections).

Negoliation Stralegies

Negotiation struategies are functions that detine the
tactics to be used at the beginning and during the course
of negotiation. This subsection describes two classes of
strategies, called concession and problem solving (or
integrative) strategies.

Concession strategies. These strategies are functions
that model well-known concession patterns (Lewicki et
al 2003; Carnevale and Pruitt 1992). In this paper, we
consider the following three sub-classes of strategies:

1. starting high and conceding slowly ~ model an
optimistic opening attitude and successive small
concessions:

2. starting reasonable and conceding moderately —
model a realistic opening attitude and successive
moderate concessions;

3. starting low and conceding rapidly — model a
pessimistic opening attitude and successive large
concessions.

The *starting high and conceding slowly" strategies are

formalized by similar functions. For instance, a strategy
shshv_0l is formalized by the following function:

:lzslw_Ol(TLi) = (class, ract, %) |
if:  state = “initial” then:
class = “opening_negotiation™ n
fact,, = “starting_optimistic”
else:
class = *"constant _concession_jactor” ,
tact,, = “tough
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where state is the current state of the negotiation, cl/ass
denotes the class of the tactic facr, specified by ths
strategy. and starting_uptimistic and tough are taclics
(see next subsection). The strategies in the othar
two-subclasses are formalized by similar functions.

Problem solving or integrative strategies. Thesz
strategies are functions that model negotiatica
procedures leading to integrative agreements

Integrative or win-win agreements are agreements tha
provide high joint benefit (Pruitt and Kim, 200£
Lewicki et al 2003). In this paper, we consider the
following two sub-classes of strategies:

1. low priority concession making — model small
concessions on issues of ligh priority and large
concessions on issues of low priority;

2. modified logrolling — model large concessions boia
on issues of low priority for ag, and on issues of higk
priority tor the other agents:

The strategies in these sub-classes partition a set of
issues. say Iprop,.. into: (i) subset Iprepy,
corresponding to higher priority issues, (ii) subsa
Iprop,,,. corfesponding to lower priority issues, and (i

subset Ipropy,, . corresponding to remaining issues.

The “‘low priority concession making” strategies are
similar. For instance, a strategy srmip_0l that specifies =
realistic opening attitude, small concessions on issues of
high priority, large concessions on issues of low priority
and moderate concessions on the remaining issues. i
formalized by the following function:

srmlp_O1(Iprop,,. .. PR, TL) = (class, tct,, Ipropy,.

tkm'

t [y
’aCtik+ t [P"OP“."I . I(lCll.k+2, Ipropm,,)

if: state = “initial” then:

cluss = “opening_negotiatton™ A

tact, k=“.\ tarti ng_realix!ic"/\!actl e 1=1act, +2=“ni r
else:

class = “constant_concession_f actor” A

Iprop,,, =1pr O+ 1PPOP + 10D, A

Visy; € Iprop::,i,,,, tact ;= “tough”

Visi,q- € lpropy,, . tact, kel = moderate” A

Visy; € Iprop;, . tacty, 5 = “soft”

where 1uciy, tacty | and tacty , denote the tactics
specified by the strategy, and starting_realisnc,
moderate and soft ave tactics (see subsectiom
“Negotiation Tactics™).

The “modified_logrolling™ strategies are also simila.
Lopes et al. (2004) present a formal description of =
strategy srsml 0 | that specifies an optimistic openicg
attitude, small concessions on issues of high priority,
large concessions on issues of low priority, lar=
concession on issues of moderate priority lor ag; (ang
high priority lor the other agents), and small concessiom
on the remaining issues of moderate priority.
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on tactics are functions that define the moves
mace at each point of the negotialion process.

negotiation tactics. These tactics are functions
. specify a proposal to submit at the beginning of
Wemeation. Lel FPS ={propy,.....propy,,) and APS ;=
. prop,.;} be the ordered sets of feasible and

s proposals of ag; respectively. Let
-~ =FPS;~APS,. In this paper, we consider three
== (for simplicity, we omit the time):

g optimistic — specifies the proposal prop;,
the highestscore Vpropy
- g redlistic — specifies either: (i) proposal
€APS;, with the lowest score, or (ii) proposal
-1ENAPS,, with the highest score;
g pessimistic — specifies the proposal propj,,.
the lowest score Vprop,,,..
=zsion tactics. These tactics are functions that
o new values for each issue during the
m= n process. Let is,,€1, be an issue at stake in
woczmon. In this paper. we consider a constant
mon factor sub-class of tactics. In this sub-class,
e er five tactics:

te —models a null concession on is;;
- wsh—models a small concession on 15,
meeraie — models a moderate concession on is;;
- —models a large concession on isy;
moromise —models a fotal concession on is;;.

- ZERIDMENTAYL ANALYSIS

=roon desciibes an experiment aiming at:
g the fcasibility of building autonomous

| pped with a version of the negotiation model
= es twoparty, mulli-issue negotiation, and
ting the integrative strategies and their

tactics by confirming a number of basic

= about human negotiation.

=) Research on Human Negotiation

~ztion is a rich research area. Most studies are

experiments on bilateral negotiation about
e re issues of different priority (integrative
"= Experimental evidence supports the

| two conclusions (Lewicki et al 2003;
= and Pruitt 1992):

tiial and error, in which one or both
frequently make new proposals. or concede

cally (i.e., explore various options at each

level before proceeding to a lower level), or

~ latge concessions on low priority issues,
tie development of integrative agreements:

mixotion excbange. in which one or both parties

gm»yic information about their priorides or the
@vests underlying their postomrs. pamskes the
Echapment of integrative agrermaais.

The Experimental System

The experimental system consists of (wo autonomous
agenlts and an environment. Let Ag={ag,, ag,} be the set
of agents. The agent ag, plays the role of a seller and the
agenl ag, the role of a buyer. The agenls negotiate the
price, down payment, financing terms and delivery date
of a commodity denoted by prody. A description of the
agents and the environment follows.

Autonomous negotiating agents. Every agent ag;cAg is
equipped with the model of individual behavior
described m section “Autonomous Agents”. We
consider the following (for simplicity, we drop the
subscripts k and ):

¢ thesel G, of every agent ag;e Ag contains the goal g
of selling (or buying) prody;

i

¢ thelibrary PL. contains thirteen plan templates;

* the intention structure IS, contains the plan p; for
achieving the goal g

e the library C'Z, contains one axiom.

Every agent ag; is also equipped with a simplified
version of the negotiation model described in the section
“The Negotiation Model”. The process of preparing and
planning for negotiation involves the tasks just
specified. cxcept the task “negotiation strategy
selection™. This task is performed directly by the
experimenter. The protocol is a bilateral negotiation
protocol. The negotiation process also involves the five
tasks just specified. We consider the following:

e the first agent to submit a proposal is decided by
coin-tossing;

e the acceptability of a proposal is determined by a
negotiation threshold — agjeA g accepts a proposal

submitted by ag; at an instant ¢,, when the

difference between the benefit provided by the

proposal prop’,™ that ag; is ready to send at 1, is

[)IUP"H

i

J
lower than or equal to the negotiation threshold of

ag

J

e the agents are allowed o exchange only a maximum
number of proposals max,,,, — [alure to r.each
agreement after rmax,,,, proposals results in a
deadlock.

The strategies and tactics are shown in Fig. 1. The first
pait of the figure presents the three strategies used by
both the seller and the buyer. The last part of the figure
shows the live strategies used only by the buyer.

The Environment. The environment contains
information about prior negotiations and market
characteristics. This inforination is grouped into four
parameters: bfpry (base fair market value for price),
bfdpy (base fair market value for down payment), bffty
(base fair market value for financing terms), and b fdd,,
(base fair market value {or delivery date). We consider
the following: (i) the base fair market values are used to
compute perceived market values, and (ii) the values to
offer in the opening proposal are computed from the
perceived market values.



Hirategy scrategy | . Pl Concession
Agent , Negotiation
Class Key Tactic Tactics
Starling reasonable Saiin
and conceding SRMDT . llisuf' Moderae
moderately
Seller Low priority - Tough:
and conctsshi SRMLP f::l’::f Moderate:
IBuycr making | Soft |
Moditied | Staiting | Moderate:
logrolling | SRMAL realistic Soft
— — — — — — —
Staning rcasonable Stadt;
SRSLW | SHfIng | yquep
|  and conceding realistic
slowly |
| Starting reasonuble | Staring )
| and conceding | SRRPD |~ . o Soft
rupidly |
Buycr CERgrIorey SrsLp | Starting | Tough:
(only) | concession | realistic Soft
making
Low priority Slin Starting | Tough;
I concession I realistic Soft
making
Modifiad SrsmL. | Starting | Tough:
| logrolling | realistic Sofi

Figure 1. Negotiation strategies and tactics.

Experimental Hypotheses

The [irst two hypotheses are based on the conclusions
just presented. The last hypothesis is related to the
process of negotiation. The hypotheses are stated as
follows:

Hypothesis 1: The strategy SRMLP leads, on average. to
agreements than provide higher joint
benefit than the strategy SRMDT;

Hyporhesis 2: The strategy SRMML leads, on average,
to agreements than provide highcr joint
benefit than the strategy SRMDT;

Hypothesis 3: The strategy SRMLP leads, on average, to
slower agreements than the strategy
SRMDT.

The Experimental Method

The experimental method is controlled experimentation.
A description of the experimental parameters, the
independent variable, the dependent variables, and the
experimental procedure follows.

Experimental Parameters. The base fair market values
for price, down payment, financing terms and delivery
date are set to 500, 125, 180 and 90, respectively. The
perceived market values are generated by randomly
choosing a value within 10% of the bases. The values to
offer in the opening proposal are computed from the
perceived market values. The negotiation threshold is
set t0 0.0 and the maximum number of proposals to 10.
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The Independent Variable. The independent variable is
the swategy of the seller. This vanable has three levels
namely the three first strategies presenied in Fig. 1.

The Dependent Variables. The first dependent vanable
is the joint benefit provided by the final agreement.

the sum of the two agents' benefits in the fina
agreement. Consider that the agents agree on a proposs
prop (specifying price pr, down payment pa. financing

terms far and delivery date dr). The benefit of each ages;
ag; for price pr is given by the following function:

Vor = |2r=iim ]

Al

lime=lim;

where lim; and lim; are the limits of ag; and ag, fs
price, respectively. The benefits tor pa. fn and dr ==
given by similar functions. The benefit for prop is gives
by an additive scoring function (Raiffa 1982).

The second dependent variable is the time spent m
negotiation. This variable is measured in terms of e
total number of offers exchanged by the agents
either they found an agreement or reach a deadlock.
no deal is made in a particular negotiation, then

variable is set to max,,op

The Experimental Procedure. The experiment involvey
three groups of trials. For ecach group of trals. tat
experimenter manipulates the independent variable. 12
assigns a strategy to the seller agent. For each trial =
each group, the experimenter: (i) randomly determina
the agent that starts the bidding process, and

randomly determines a strategy for the buyer agent. Th
experimenter then allows the agents to negotiate usmg
the strategies and measures the dependent variables.

Experimental Results

The experiment was conducted on a personal compuses
using Visual C**. For each of the 3 groups. we
conducted 30 trials. A pretest was performed to establis®
how many trials were needed 1o obtain significuss
averages on the measures taken. The results are shows
in Fig. 2.

The main response measure was the sum of the tws
negotiator's benefits in the final agreement. It wa
predicted that the strategies SRMLP and SRMML

- | Seller’s | Buyer's| Joint |Numberof
Group ‘SC TS | Benefit | Benefit | Benefit Proposals
Strategyl (mean) | (mcan) | (mean) (maean)
0.9 »1 .
group, | SRMDT| 0536 | 0462 | 0999 7.366"
|
group, | SRMLP | 0.615 | 0449 | 1.064° | 8.200™
+
eroup, [srume| o511 | ose | W07 | 6533

» + ae
(F=1996.07. p<0.0L1; (F=1844.40, p<0.01); ““(F=5.71. p<0H25)

Figure 2. Experimental results.
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superior outcomes. The experimental results

that the strategy SRMLP resulted in

i@ tly higher joint benefits when compared to the

benefits resulting from the strategy SRMDT

= 07, p<0.01). The same is true for the strategies

and SRMDT (F=1844.40, p<0.01). Hypothesis
= kypothesis 2 are supported.

W

ber of proposals exchanged by the agents was

. orded. The prediction was that the strategy
produced slower agreements. The results
. =x= that this prediction was confirmed. The strategy

resulted in significantly more proposals than the
SRMDT (F=5.71, p<0.025). Hypothesis 3 is
. rted.

=T ATED WORK

ign of autonomous agents with negotiation
smmeicnce has been  investigated from  both a
cal and a practical perspective.

hers following the theoretical perspective
mainly to develop formal models. Some
s define the modalities of the mental state of
— nts. develop a logical model of individual
r. and then use the model as a basis for the
E ment of a formal model of negotiation or
niation (e.g. Kraus et al. 1998). However, most
= rs are neutral with respect to the modalities of
“ s=nial state and just develop formal models of
= on. These models are often based on game-
“ww=ic techniques (e.g. Fatima et al. 2004; Kraus
-1 Generally speaking, most theoretical models are
= restrictive. They make assumptions that severely
~u meir applicability to solve real problems.

hers following the practical perspective attempt

“wi'y 10 develop computational models, i.e., models

the key data structures of the agents and the

3 operating on these structures. Some

- ars start with a model of individual behavior,

or adopt a negotiation model, and then integrate

= models (e.g., Muller 1996). Again, most

hers prefer to be neutral about the model of

e al behavior and just develop negotiation models

Faratin et al. 2002). Broadly speaking, most

tional models are rich but based on ad hoc

les. They lack a rigorous theoretical grounding.

these weaknesses, some researchers, including

« arhors, believe that it is necessary to develop

tional models in order to successfully use agents

z -world applications. Accordingly, this paper
~===ied a computational model of ncgotiaton.

ed, most researchers have paid little attention to
blem of integrating models of individual behavior
negotiation models. However, it is one of the
“zest lessons of computer science that independently
ped components resist subsequent integration in a

y functioning whole. Components need to be
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designed for integration right from the start.
Accordingly, this paper presented the key features of a
model that accounts for a tight integration of the
individual capability of planning and the social
capability of negotiation.

CONCLUSION

This paper presented the key features of a negotiation
model for autonomous agents. The model handles
multi-party and multi-issue negotiation, acknowledges
the role of conflict as a driving force of negotiation,
formalizes a set of human negotiation procedures from
management and social psychology and combines them
with AT techniques, and accounts for a tight integration
of individual and social behavior.

This paper also described an experiment perfonmed to
empirically evaluate a version of the model that handles
two-party, multi-issue negotiation. The experimental
results showed that: (i) the “low prioiity concession
making”™ and “modified logrolling” strategies lead, on
average, to superior outcomes, and (i) the “low priority
concession making” strategies lead, on average, to
slower agreements. The results confirmed two
conclusions about human negotiation. Our aim for the
future is: (i) to extend the negotiation model, and (ii) to
continue the experimental validation of the model.
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ABSTRACT

The monitoring and coordination of planning proc-
esses requires a very flexible support with information
systems. Due to the high amount of activities conducted
in parallel as well as numerous interdependencies be-
tween inputs and outputs of every process step, present
coordination concepts result in information deficits
during process execution. [n cooperation with an indus-
try pariner an agent-based information logistics concept
is developed to reduce these deficits. The approach
builds upon event management paradigms which have
shown significant improvements in supply chain man-
agement. A prototype is realized and serves as the basis
forevaluation.

PROBLEM AND OBJECTIVE

Sales planning processes in large companies encom-
pass development of strategic guidelines, operational
planning of sales quantity, turnover to be achieved, and
future sales activities. All planning results have to be
agreed upon by different organizational units and must
then be aggregated before being approved by top man-
agement,

Further analysis considers specific sales planning
processes of an industry partner. These processes are
conducted according to a predefined process model by
multiple actors in many dilferent countries. The main
problem is coordination of these activities which are
often dependent upon each other but are not well syn-
chronized. In many cases results of a preceding activity
are required as a precondition {or some succeeding
activity. These results arrive too late and information on
available results is not comnunicated. Thus, an inlorma-
tion deficit exists among the actors who are responsible
for the planning processes. A high degrec of complexity

of the coordination problem results from the fundam=g:
tal characteristics of the processes:

= A variety of dependencies exists between individus
activities and activity results. To initiate a single
tivity a set of inputs such as e.g. local sales quantite:
are required. These figures in tun are the output i
preceding process steps.

#  QOutputs (and partial results) of certain activi
within the planning process differ considera
ranging from only slightly siiuctured {(e.g. texts
guidelines) to highly structured outputs (e.g. tah
or spreadsheets).

= The planning process frequently consists of decisi
making activities rather than purely administra
functions. Employees have to make decisions basas
on results of previous process steps as well as addi-
tional information available to them. Resuiting ple=-
ning values are communicated to other actors.

+ Temporal dependencies between sub-processes ==
of considerable significance. Changes to the time
schedule are common during the course of the plas-
ning process.

Shortcomings in the Area of Information Logistics

Current process managemcnt at the industry partner
restricted to miodelling processes and a large number &
the resulting documents with a graphical notation.
process models represent the process steps in a cle
structured manner and are available for reference pux-
poses to all actors involved in sales planning. Howeveg
from an information logistics perspective, no coordina-
tion support is provided and the identified informatios
deficit is not tackied. Some characteristic shortcoming
are:

= Existing enterprise applications are characterized
low levels of data and functional integration.




clobal data model as well as management of
rights and different document versions has not

IC been implemented with respect (o relevant
ng documents.
tng coordination mechanisms take insufficient
wnt of temperal changes and dependencies dur
the planning process.
mated feedback among actors in the planning
ss is not possible. All communication regarding
ss results has to be initiated manually.
uently, it is assumed that parties involved in
£ ng process do not have all information rele-
them and known to the enterprise at the time of
= sion. Obtaining this information is associated
~= bigher costs than necessary. Finally, effects of
~iions (e.g. delays) on subsequent process steps are
dame= nt to affected actors.
“agmrements and Objectives
ivides verall objective of the suggested concept is to
:gle. == E the gap between simple process models and
AniH ed support of decentralized execution of the
Upui in question. As described above, process
woi=ke are usually generated during the first phase of
tivite “ozss management usin'g. fully developed modelling
crabil - To support the transition from process models to a
ox i ~=bated support system with a focus on the require-
tabi wems of a flexible information logistics architecture,
=== technology is employed.
cisil ielieve actors of the burden of obtaining relevant
tratl = ion as well as getting the current status of
basal process steps from other actors, software agents
s ad = duced which are able to act autonomously.
; ples! g to the different needs of actors in the process
> ~== software agents proactively request information
“me= various resources and communicate their status to
es 2 ~w zgens of all related activities. Users are notified
. ~e=tme the status of related process activities has
. pla= wmazed (e.g. all input data is available) or certain
es during the course of the process are being
d.
s
ensure usability of the agent-based system the ap-
inchg wwmch has to cope with the various restrictions regard-
berd = highly distributed execution of the planning
1. Tae wwzss, Synchronization of tasks realized in parallel,
leagiy ton exchange using different means of represen-
¢ plan o= as well as access to heterogeneous information
det es such as business applications or database
rdina are just a few examples of further requirements
natios process monitoring system.
Mings
y, changes in the planning process model (e.g. as
. t of business process reengineering) shall be
ed &%

ed in the agent-based information logistics system
tically to support integrated process monitoring.

Therefore, all participating software agents implement a
configuration component which allows them to adapt
easily to changes concerning the process flow or the
access to different information resources.

RELATED WORK

Common standard software products for the execution
of business processes are Workflow Management Sys-
tems (WfMS). These systems are used to coordinate
business processes. The integration of process modeling
and workflow instantiation through translation of proc-
ess models into workflow configurations is realized by
Business Process Management Systems (BPMS). How-
ever, WIMS and BPMS are primarily applied to highly
structured and frequently executed processes. In general,
neither of these systems provides decision relevant
information to the user in a proactive manner. This
dleficit is especially evident, if information is distributed
among multiple applications and has to be collected and
evaluated individually.

Service oriented support systems based on web ser
vices are increasingly important (e.g. BEXEE, http://
bexee.sourceforge.net/). In particular, Serviceoriented
Architectures (SoA) offer flexible integration of differ-
ent information sources as well as orchestration of web
services which is for instance based on BPEL4WS or
WS-BPEL. However, web services still lack the proac-
tivity and autonomy necessary to provide information
logistics services in processes that are not highly struc-
tured.

Software agents ofter the ability to imitate human co-
ordination and cooperation mechanisms due to their
properties such as autonomy, reactivity, proactivity and
social behavior (Jennings et al. 1998). Hence, software
agents can offer information logistics support similar to
that which human actors can provide.

Agent software has reached a level of sophistication
that allows it to be used to design and implement indus-
trial strength applications. Within a prototype at Daim
lexChrysler production of cylinders is coordinated with
the aid of agent-based negotiation mechanisms (Buss-
mann and Schild 2000). Agents are used in electronic
market places where they buy and sell goods. One
provider of such solutions is e.g. Whitestein Technolo-
gies (http://www.whitestein.com). Further applications
in particular for C2C markets are presented e.g. by
Eymann (Eymann 2003).

Information logistics solutions are provided within the
scope of Supply Chain Event Management (SCEM).
Well-engineered concepts exist for inter-organizational
monitoring of orders (Bodendorf and Zimmermann
2005, Zimmermann et al. 2004). To improve acceptance
of agent based applications in the industrial context,
different approaches for adjustable autonomy are dis-
cussed by e.g. Hexmoore (Hexmoore et al. 2003). Fur



ther research relevant to the information logistics prob-
lem has been conducted in the fields of robusiness of
agent systems as well as security and cryptography.

AGENT-BASED CONCEPT
Suitability

In general agent systems are particularly suitable for
complex. decentralized systems because they effectively
support the principles of decomposition, abstraction and

flexible organization which are required for such a
system (Jennings 2004).

The advantages of using agent technology as opposed
to other options in the contcxt of the process manage-
ment task are due to agent charactenstics:

» Proactivity: Agents aclively request information
from other agents on demand and communicate with
their human users.

= Reactivity: Status inquiries are answered immedi-
ately whereas new status infonnation is selectively
broadcasted.

= Social abiliry: Agents are able to communicate with
other agents and hunian users.

= Auwtonomy: Warnings are autonomously escalated o
the responsible agents or users, if an input factor
reaches a critical value.

The agent based approach adopted here supports a
decentralized coordination. Agents are (partly) autono-
mous software components that represent autonomous
units such as decision makers or parts of an organization
responsible for decision making.

Agent Types

In the context of process monitoring agents support
process activities as well as business roles. The system
desigh is based on the assumption that there can be
several decisions for each role (n:1-Relationship). But
there should be only one person who is responsible for
the decision (l:1-Relationship). This restriction also
reflects the target state of the process. Hierarchical
relationships between decisions (“aggregating deci-
sions™) are possible as well. This allows the system te
support multiple process levels in hierarchical process
models.

A so called activity agent is assigned to every activity
which is relevant for a decision. This agent permanently
monitors the state of the activity. The user (role) ac-
cesses the activity agents using another type of agent,
the so called visualization agent. Possible access meth-
ods are status requests or the input of parameter values.
The visualization agent is responsible for the representa-
tion of several decisions of a specific role. If necessary

the representation is customized according to the role s
- . . . . !
the culrent user. The configuration ix shown in Figure | §

>¢

VISU&UZ&UOH Agant A

£

—
P T =
-

e Actiity Agent |

Activity Agent IV User (Rale

i Acllvity Agant I

Figure 1: Agent society

Due to the characteristics of activity agents and
alization agents, both types can be easily adapted o &
certain process model. To reduce implementation
maintenance of the activity agents their functionality &
limited to support only one decision. Moreover, centza
management of all activity agents for one role is eas=
to handle and ensures a higher degree of availability.

The drawback of the use of different types of agenws &
the increasing complexity of the overall system whici
results from the extensive agent cornmunication. Fuef
thermore, companywide use would require an authonza
tion management which accomplishes mapping betwee
roles and associated activities.

Agent Bebhavior

The individual parties involved largely decide inds
pendently and with the aid of highly heterogensi
application systems (e.g. MS-Office products, d=s
bases). Results of a decision are communicated
visualized by agents. Consequently. the level and qualz:
of information available to all actors involved in
decision are improved.

Proactive
Agent 1 Information Deiivery Agent 2
TS =
Inputa | Ouigafl =i nputs !A‘ Qutput =3
v g | I I3
Tistof Fput Firsih Ty & ‘EXE Agent ! Result Typa
Factoss i o Reoem, CEEEEDAGENA 5 pgery x
G Agent8 5 Agemty
/\ = Decision Automatic warning message is senl, il

1. urgency metr es exceed threshold or
2.inpull has nat reached final status at time of Anal decsion

Figure 2: Agentbased information logistics

The basic principle of the information logistics coa-
cept used is the proactive delivery of information
from the software agents. Changes in status and inte
results are communicated by the responsible agent to
agents who are defined as parties interested in the res
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in turn send waming messages if temporal or
restrictions are violated (see Figure 2). The user

1s continuously updated with the current status
ision.

ation uses a traffic light metaphor. If all re-

= recuired as a precondition for an activity are avail-

~ = m time, the traffic light is set to green. If the due

“= of an activity is reached and e.g. a single input is

ing, the traffic light is set to yellow. Finally, a

= light notifies the user that a given deadline

ES exceeded and necessary results of an activity
~= =1l missing,

- Bae-irased Conununication

~ = agent system communicates with two different
=== of recipients according to a set of covununication
T the one hand, there are agents and other soft-
= ponents. On the other hand. agents are able to
cate with human actors, the users. Hence, two

of communication rules are supported:

unication rules between agents: These rules
when an agent A has to send a waming or a
m==ance to an agent B. Furthermore, the type of the

[

ge is determined.

arien rules benveen agent and user! The
tion rules are used by an agent A to decide
which circumstances the user has to be noti-

= i case of communication between agents the cur
= of the result is exchanged after acknowledge-

s =0 the user. Notification of a user is triggered by

~ == of different variables. The szare of a result type
“ === its condition for a given user at the current
IS urgency is a numeric value that shows how
© = an input for a given decision needs to be deliv-
oo the time represents the system time of the
e em. In relation to a deadline for an activity,
s mfuences urgency of follow-up messages.

4 communication level between software agents
i users notification rules determine the proac-
semavior of the agent system. According to these
~ = 1% sgents continuously evaluate the variables as

“=="sai above and inforin the user if e.g. a given
p: = is exceeded. A conlfiguration interface allows
== @ adjust both types of communication mles.

“=amecinral Approach

- ementation approach is based on the Presen-

e actien Controf pattern (PAC pattem, see
LT 2002). With respect to the requirements of
oe=s= monitoring and given standards (e.g. FIPA -

ior Intelligent Physical Agents. hizp//eww.
Ssear=) ghe architecture will be adapied as appTopnate.

Two distinct types of agents and a layered agent
model (PAC-Model) result hereby. Decisions which are
subordinated in terms of hierarchy are represented as a
specific input type and do not require a separate agent
type. This serves to reduce the complexity of the system.

The separation of concems (Dijkstra 1976) inside the
system occurs between the activity agents ancl the visu-
alization agents (see Agent Types). Each activity agent
rcfers to exactly one decision making activity and exam
ines its status. A visualization agent by contrast refers to
a certain role and shows the user interfaces of several
activity agents. Agents are divided into three separate
layers respectively (see Figure 3):

= The presentation layer manages the user interaction.

» The conrrol layer encapsulates the communication
and business logic.

= The abstraction layer separates the data access.

Agent Layar 1
(Visualization Agent)

Agent Layer 2 I e
(Activity Agent) iy

Datz Layer

Figure 3: Agent layer model

Agent Interactions

The FIPA reference model specifies interaction pat
terns which for example enable FIPA-compliant agents
to negotiate (see FIPA “contract net” as an example). In
addition to such complex and predefined structures new
interaction protocols can be defined on the basis of a
request-infor mrmechanism or other subprotocols.
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Figure 4: Cornmunication protocol



Figure 4 shows the communication protocol of the
agent system used by two agents. An activity agent A
registers himsell” with an activity agent B to be kept
infoerned about the state of the result type of agent B.
The graphical notation represents a sequence diagram
based on Agent UML (Odell et al. 2001), an extension
of the widely used Unified Modeling Language (UML).

PROTOTYPE

The user intertace represents a role’s local view on all
activities the role is responsible for. Each activity is
represented by a tab. The basic layout of the user inter-
face corresponds to the direction of the process 1low:
The relevant inputs are shown on the lefR. All input
fields and additional information for the active decision
is placed in the middle. Finally, the recipients of the
decision result are shown on the right (seec Figure 5).
The different types of variables used for inputs or re-
ceivers are separated within different branches in the
tree representation.

An example process {see Figure 6) is used to present
the three main objectives and functionalities of the
system: providing the user with easy access to relevant
process information, communicating status changes as
well as sending warmning and feedback messages. Cus-
tomization functions adapt the behavior with regard to
the rules for communication of events and notitication
of users. Since many similar process instances are usu-
ally running in parallel, a time simulation component
enables the system to simulate the effects of a particular
setup in accelerated time or assess the projected urgency
values of missing results at a given date. Theretore, this
component may be used to find a suitable setup for
comununication rules to e.g. prevent information over-
load, or to help analyze the planning process as such.

Gather Sales
Forecast FRA

] Sales Plan

tntormation - : y
Window Visuaiizalion Agenl

‘ @ss EU

Visualization Agent
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INBETE 2 550 { ACTIVITIE
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Figure 5: User guidance through GUI

The main window and several information and
figuration dialogs offer direct access to the stakeholdars
This includes technical process information from
company’s process model documentation and conrac
information fiom the enterprise user directory. A
tionally, the user can administer and update infoirma
regarding his own activity (e.g. status or remarks).

With regard to the urgency metric. which is calcul
according to a predefined formula, the user can detss
mine the threshold at which events are generated
propagated to the addressees’ agcnts (i.e. customers
passed on to the input-related agents (i.e. suppliers
During the course of the process the user is presen
with a permanently updated view of all parties involy
in or affected by each activity’s result. This level
transparency is not limited to the immediate prede
cessors and successors in the process chain. All those
other activities trom which the user’s activity has
ceived warning messages can be viewed as well, therein
enabling the user to locate the origin and developmat
of a disruption while filtering out those parts of
overall process that are irrelevant to him,

= Warning

P P S |

i J Oth
|Final Approval of ... t.erﬂ
Total Plan Figure gt O Activilies
e — Proactive
info-Push
—— T

Configuration
Window

Visualizalion Agent

Figure 6: Example process in showcase

EVALUATION

In addition to the general suitability of the agent-based
concept, factors concering the existing system envi-
ronment, the robustness of the infrastructure and the
available know-how are of importance for the operative
use in a company. Integration with process support

software is generally conceivable, in partcular ti=
combination of agent systems with workflow manage-
ment systems is proposed (Schénfeldt 2001). If swic
company-wide I T-guidelines regulate the use of partice.
lar products, two approaches are viable: Either try

connect the prototype presented herein with the corre-




wding products via plug-in interfaces. Or alterma-
= implement the concept as far as possible using the
~seums of existing products. possibly with a reduction in
Smctonality.

= reviewing agent systems a distinction must be
~wwm between the technology and the paradigms of the
o= based approach. While the use ol a dedicated
~w== platfonin, as in this work, has its advantages, it is
% =0 means a prerequisite for the development of
- agents. In this regard, it should be examined
e the portal or middleware system already intro-
=i in the company can be extended with reasonable
s 10 include those [eatures the presented agent
W= provides.

Mezarding the fulfillment of ergonomic requirements
= modotype was assessed using the criteria specified in
= 9241/10 standard (Priimper and Anft 1993):

- Sumability for the task: The prototype was specifi-
=2ty developed with the objectives of the use thereof
= mind. Manual inputs are further reduced by virtue
* the fact that it is connected to existing systems.

“eff descriptiveness: Technical terms should be
“mow to the user (this can be assumed to be the case
= (he target group of expert users). A situation spe-
©5¢ belp system is still to be implemented.

- reflability: A flexible method of working is
musible because the dialogues are not modal and
s'wes are updated proactively. However, popup-
warnings have to be confirtned.

- rinity with user expectations: The user receives
nt reports via the protocol function; due to the
ple of agent systems. the response times of

wmer agents cannot be predicted precisely.

o - tolerance: The protocols and dialogues issue
:; reports. solution tips are still largely absent.

: ~ “waability for individualization: A high level of
== ak=peability 1s achieved by using a rule-based sys-
= == A beginner mode has not been realized (and

would only be of limited benefit because the soft-
) e i+ used by experts).

- ilitv for learning: If the concept is known and
macerstood. the functions are accessible via a graphic
wer imterface and motivate the user to fully avail of
== level of functionality available.

RENCLUSIONS

The proposed agent-based approach meets the de-
s of process monitoring. A showeasze for a realistic
ge= of the planning process of the industial pariner is
ioed and documented. Improved coasdination re-
fe=s mansaction cosis and wcreases the availabitiny of

decision-supporting inforination fer human actors. The
information delicit is reduced. Furthermore, an initial
assessment of the prototype from a user perspective
based on an ISO norm questionnaire indicates that users
accept this form of automated decision support. Further
work focuses on integration of the prototype in a pro-
ductive environment which requires certain adjustments
of the underlying agentbased infrastructure. Finally,
development of process monitoring is extended to fulfill
the needs of different types of processes in varying
application domains.
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ABSTRACT

Software agents which gather event-related informa-
tion for Supply Chain Evemt Management (SCEM)
purposcs are confronted with a complex task: analysis of
diverse SCEM data. Fuzzy Logic provides mechanisms
for heuristic human-likc assessments of these data types.
A conccpt for integration of Fuzzy Logic in softwarc
agents is presented which is implemented in a prototype.
Evaluation of experiments indicates high quality of an
agent’s Fuzzy Logic analysis results compared to a
human actor’s heuristic assessments of the same data.

PROBLEM

Supply Chain Event Management promises to identif'y
and correct distuptive events and malfunctions in opera-
tional supply chain processes by providing cvent-related
information to decision makers in a timely fashion. An
agent-based concept for event managcment in multi-
level supply chains is dcscribed in (Bodendorf et al.
2005). 1t is shown in experiments and in an industrial
showcase that monetary benefits of agent-based SCEM
are signilicant (Zimmermann et al. 2005). This concept
includes software agents which proactively gather data
on orders and related suborders that have been placed
with suppliers. Typical data types collected by an agent
are planncd and estimated dates of delivery for orders
and information on disruptive events. One of the major
tasks for the software agents is to analyze and interpret
gathered data automatically. They decide upon their own
assessments whether alerts to actors in a supply chain
have to be generated.

Any analysis of event-related data is influenced by
developments in fulfillment processes of monitored
orders (e.g. production, transportation). These processes
are execuled by a large varicty of actors and resources
which influence each other directly or - even more often
- indirectly. An example is a disruptive event “waffic

jam" which affects transportation processes. It is ca

by a multitude of actors - all vehicle drivers within
congcstion - and additional factors such as e.g. weaes
conditions. Consequently, its duration cannot be accus
rately forecasted with reasonable efforts. Moreover.
efficcts on orders transported by a certain truck whichy
stuck in the traffic jam cannot bc predicted lor ce
either. e.g. due to unforeseeablc reactions of the
driver. Hence, each data gathering agent is confro
with various types of data and disnuptive events
multitude of environmental settings. It is not possible
model all influencing factors that would be required
exactly forecast consequences of a disruptive event
an order’s futurc fulfillment. Nevertheless, a h
actor is able to gain important insights into an order
status, if data on disruptive events and process perform
ance measurements are available: He generatcs heuris
interpretations for different aspects of an order’s

tion. Software agents imitate this heuristic approach.

DATA INTERPRETATION WITH FUZZY LOGIC

Simple calculations (e.g. weighted averages of
data) or simple decision rufes (If... Then...Else) are
applicable for a heuristic intezpretation which has to
similar to a human actor. Especially the vagueness
implications associated with gathered event managemen
data has to be represented quite like a human aces
would assess the situation. For this reason an approac
bascd on Fuzzy Logic is chosen. In contrast (o
methodologies, Fuzzy Logic is able to reason wi#
perceptions (Zadch 1999). Zadeh argucs that a perc
tion is a fuzzy evaluation of a concept such as
distance, weight, likelihood, or truth. An example
"warm" as a perception of temperature. It is opposed
the concept of a measuremcnt which is represented
an exact value (e.g. a temperature of 25.6° Celsius
SCEM data types which are the input to an agem
analysis process arc considered to be measurements
assessment of a situation represented by these measure
ments has to consider both, the perceptions a h
actor would experience regarding thesc measuremem
and the reasoning he would apply based on these




swecions. This is achieved by using Fuzzy Logic - a
~w=*~mation of fuzzy perceptions and mathematically
mezced logic (Friedrich 1997, pp. 161).

B2 NT SOCIETY
Paview

realize the SCEM concept within a supply chain,
= supply chain partncr provides one agent sociely
Wi a discourse and a coordination agent, as well as
wwmcus surveillance and wrapper agents (see Figure 1)
“w=Emdorfet al. 2005). A single coordination agent in
“ut anterprise assures that initialization of monitoring
= as well as management of external status requests
i zierts is handled consistently within an enteiprise.
= coordination agent also provides an overview of all
sumored orders of an enterprise and serves as a man-
W=n=nt cockpit for event management activities.
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Figure |. Agent society

2ach monitored order of an enteiprise a dedicated
mr==llance agent is triggered by the coordination agent.
~mm. the data gathering and analysis functions are
ated in dedicated surveillance agents while the
= tion agent decides on generation of alerts.
% agents provide a standard interface to internal
== scurces for surveillance agents. Fuzzy Logic
wec@anisms arc used in both, surveillance and coordina-
B 2cents.

Srveillance Agents

D=Ferent types of SCEM status data are used to calcu-
w= d=viations from plans, e.g. delays, incomplete
mmmmes or quality measures derived from quality
wwse=sments. A human actor who assesses an order’s
‘wwas=cm considers various such indicators and generates
& eswzall assessment of the order’s status. Similarly, a
g==lance agent integrates a variety of these inputs to
B=c an aggregate assessment which is termed the
\EErezatzed Order Status (40S). Calculation of an A0S
% 2 specific enterprise is influenced by its stategic
gmsis- For instance. a diffierentiation stralegy based on
=7 Wrh product quality requires %o 1are qualty masses

of suppliers higher than delays. A surveillance agent
considers these strategic implications for its assessment.

Disruptive events are identified by a surveillance
agent during fulfillment of either its monitored order or
one of its respective suborders. These events have
diffierent effiects depending on tbe time of their identifi-
cation relative to the remaining fulfillment time of an
alfected order. The same event (e.g. a machine break-
down) tends to have more serious consequences, if it
takes place close to the end of a production process and
thus an order’s planned fuilfillment date: The remaining
reaction ime is reduced, compared to an carlier identifi-
cation ol the same type of event, and associated follow-
up costs risc. Hence, a surveillance agent considers the
planned timeline of a process and assesscs the severity
of an event based on the current fulfillment situation of
an affiected order. This results in an order specific meas-
urement of a disruptive event's severity, termed the
Endegenous Bisruptive Event Severity (Enl)S§).

Coordination Agent

The coordination agent decides whether to generate
any alert fur a certain order. Data considcred in this
decision encompasses results ol the Fuzzy l.ogic data
analysis conducted by a surveillance agent and further
information such as the priority of an order. This mecha-
nism employs a two-step Fuzzy Logic process. It results
in an abstract metric value termed Alert /ndex (Al) that
1s used in subsequent steps by the coordination agent to
decide on generation of an alert and to determine recipi-
ents and media types.

FUZZY LOGIC ANALYSIS
Aggregated Order Status

SCEM data for a variety of status assessments regard-
ing a specific process (e.g. production) is gathered by a
surveillance agent from internal data sources and from
suborder recipients. The indicators which are derived
from this data are differentiated into absolute and rela-
tive indicators: Depending on what types ol indicators
(e.g. time vs. quality) are to be considered in the A0S
and on the characteristics of monitored orders (respec-
tively their suborders), either absolute or relative indica-
tors are better suited. For instance, if one suborder has a
planned fultillment duration of two weeks while another
suborder of the same order has only two days, a relative
indicator "% delay” is not suitable: A 10% delay of the
first suborder (~1.5 days late) will affect the superordi-
nate order much more than a 10% delay of the second
suborder which is then only about five hours late. How-
ever, relative indicators are often used in quality meas-
urements, e.g. a percentage of defect parts in a delivery.
These indicators facilitate comparison ol different
environmental situations (e.g. deliveries of different
size).




Any indicator which is used in the Fuzzy Logic analy-
sis process of the surveillance agent is fuzzified in a furst
step. For each indicator a linguistic variable with differ-
ent fuzzy variables is defincd. An applicable member
ship function for fuzzy sets in this domain is the
trapezoid function. [t is suitable for indicators that can
be derived from status data types since a human actor
typically perceives a deviation within a certain range as
high or critical with a value of one (e.g. critical=1). Only
the transition to the next fuzzy set (e.g. high to very
high) is valued in between one and zero.
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Figure 2. Alternative fiizzy sets

In the example in Figure 2 the linguistic variable De-
lay 1s defined based on five fuzzy variables within a
range of 72 hours before and after the planned fulfill-
ment date of an order (1). Depending on the strategic
goals and the specific industry of a supply chain partner,
diffeerent definitions of delays can be configured. In
Figure 2 two other possible definitions are depicted that
spread three fuzzy sets to allow for longer delays (2) and
that add a sixth fuzzy set to further differentiate delays

(3).

To assess fuzzified input values a fuzzy nulc setis re-
quired which allows creation of an 40S. The AOS is
standardized in the range hetween zero and one. It is
defined as a linguistic variable with fuzzy sets VeryHigh
for fullillment that is as planned and VeryLow, if large
problems are identified. Three intermediate fuzzy sets
complete this linguistic variable. For two basic input
values - absolute delay of an order (ProcessTimeAbs)
and absolute deviation from ordered quantlity (Proc-
essQuantAbs) a graphical representation of a possible
rule sets 1s given (see Figure 3). The rule set reflects a
typical just-in-time strategy of a manufacturer which
depends on timely deliveries from its suppliers and has
(nearly) no capacities for safety stocks. Both, late or
incomplete deliveries result in high follow-up costs for
the manutacturer, because his production lines are halted
soon, if input material is not delivered continuously.
Thus, every kind of late delivery and every type of
incomplete delivery is rated very critical and results in a
tow AOS.
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Figure 3. A@S - definition of fuzzy 1ules

By comparing the fuzzy 1ule base to the percepn
associated with the input values, a number of ev
tions is generated for each perception. These evalua
are aggregated, and a single value for the AOS is
lated using a defuzzification method (e.g. the center
gravity). This A0S allows to characterize a monitor
order’s status. For instance, a value of 0.23 with a
ble interval ofthe AQS between zero and one indica
relatively high current criticality of a monitored order

A surveillance agent gathers the same data types
data on its monitored order as well as its related
ders. Thus, a number of data sets with similar
inputs have to be aggregated and then interpreted by
surveillance agent. A filter is used to select the
mnmportant SCEM data inputs and forward these to
fuzzy analysis component of the agent. Depending ==
how this filter is configured, the agent realizes
individual strategy of its company. A typical strategy
to select worst cases for each type of indicator
forward these to the Fuzzy Logic analysis.

Summarizing, the AOS is an individual assessment
a monitored order’s situation which incorporates diffes
ent status aspects of an order and its relevant subordes
The AOS is calculated whenever new SCEM inforrs
tion becomes available to a surveillance agent and
the A0S changes over time. Tbe assessment rcfl
individual valuations and strategies that vary for
supply chain partner.

Endogenous Disruptive Event Severity

Disruptive events whicb are identified by a surv
lance agent have to be analyzed as to their effect
fulfillment processes. in spite of the fact that a comp
model of cause-and-effect for each type of event is
feasible (see above). As requested an event is anal
with respect to the planned timeline of the fulfillmss
processes it affiects. Two input values are needed:

* An external classification of a disruptive evers
severity is a measurement of severity which is
sumed to be defined for each type of event
which is derived for instance from a ranking list
associated severity values. As an example, a mac
failure is rated lower than a power outage. For
event a classification value betwcen zero and one
assumed which is referred to as the Exogenous




tive Event Severity (ExDS). This severity is inde-
mendent of the time of occurrence of an event and is
ed.

The Remaining Time (RT) to a planned fulfillment
ie is considered under the assumption that an event
a larger negative impact on an order’s fulfillment
e later it occurs in a fulfillment process and the less
e for reaction remains. It is defined as the differ-
e between the planned end date of fulfillment of
order and the date of identification of an event by
surveillance agent.

g a similar Fuzzy Logic mechanism as for the
a so called Endogeneus Disruptive Event Severity
1s determined by a surveillance agent. The EnDS
a heuristic assessment of the probability to solve
blem that is caused by an event in the remaining
fulfillment time of an order A high EnDS
es that propagation of an event to the next supply
evel is highly likely, whereas a low EnDS charac-
an event that is solvable within an enterprise.
uently, £nDS is used to detennine whether a
event has to be communicated by a supply chain
in a message to its customer. Disruptive events
1= a low EnDS are not communicated, in order to
2 an information overflow on fullowing supply
“== levels through irrelevant data. Calculation of an
ior an event is only initiated once for each event
ed by a surveillance agent, because its parameters
RT) remain constant as long as no corrections
as a revision of ExDS) occur, in which case a
ation is initiated.

Index

ceordination agent determines an Alert Index (AI)
order based on the analytical results provided
rveillance agents. Input values for the AJ are e.g.
and the maximum ErDS of all new disruptive
identified in the last data gathering round by a
ce agent. Additional data types that a company
wums Lo consider for its alert generation (e.g. a cus-
wm=r s rating) are incorporated in a second step of the
ation agent’s Fuzzy Logic analysis.

A, -step stacked Fuzzy Logic process is chosen to
==t the complexity of the fuzzy rule sets. An example
fzzy rule set for the first step may represent a very
strategy regarding the condition of an order.
w== atule set considers severe disruptive events (Verp-
“ = EnDS) as very important and thus raises the 4/ to
est level even if the corresponding aggregated
siatus 408 is very high. The strategy is justified
e assumption that a newly discovered severe
event has not yet affected an order’s status

its negalive consequences thus have not yet
== maesured. However. effects on status data will be
in fiture data gathering rounds while the 47 is
mses @swntaneously 10 a very high level which permits

permits reactions even before any negative conse
quences of the event are encountered

The second Fuzzy Logic step is independent of the
first step. For instance, a company may value some
orders higher than others, depending on their priority.
The priority of an order is a value that is determined
outside a SCEM system by each supply chain partner.
Important sources for definition of an order’s priority
are e.g. marketing and sales departments that have data
and strategies in place to define order priorities. Possible
input values are: sales revenues with a customer, profit
margin of an order or service level agreements with
customers. Ideally, a standardized value for an order’s
priority is provided that is for instance calculated based
on a multidimensional scoring model.

After the second Fuzzy Logic step a defiizzification
mechanism provides a metrical value between zero and
one. This final 4/ is used by the coordination agent to
decide on alerts. This decision includes a discrete esca-
lation mechanism not detailed here.

PROTOTYPE

A generic prototype with all agent types is realized for
conducting experiments in a laboratory environment:
Each enterprise in a simulated supply chain hosts one
agent society. The main focus of the implementation is
on SCEM features provided by coordination and surveil-
lance agents, whereas only basic mechanisms of dis-
course and wrapper agents are realized. Every agent
society is realized on its own instance of the FIPA-
confonin JADE agent platform. Examples of visualiza-
tions for analytical results of a surveillance agent are
depicted in Figure 4.

EnDS ADS

O e .
0

Figure 4. Visualization of EnDS and AOS

This prototype implementation demonstrates the inte-
gration of Fuzzy Logic into software agents. It permits
intuitive configuration of fuzzy sets and rule bases with
a spreadsheet based template. The open-source Fuzzy
Logic application programming interface (API) Fuzzyl-
API (NRC 2004) for Java is used to realize Fuzzy Logic
calculations within the generic prototype. It provides a
flexible interface to design and configure Fuzzy Logic
applications. Configuration is realized by a MS-Excel
file: It specifies all fuzzy variables and fuzzy rules of the



application. A Java-Excel-API (Khan 2005) is inte-
grated in the prototype that extracts this configuration
data from the MS-Excel file and provides it to the Fuzzy
Logic system. This feature offers flexibility for users in
maintaining and adapting the analylical behaviors of the
SCEM agents.

EVALUATION
Tests

Both, analysis of gathered SCEM data as well as deci-
sions on alerts rely on Fuzzy Logic assessments (scc
above). In Figure 5 results of tests with the Fuzzy Logic
module of the coordination agent are depicted. In these
tests sceveral lest data sets are analyzed by the coordina-
tion agent’s Fuzzy Logic bchavior., Different strategies
are reflected by different Fuzzy Logic rule sets.
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Figure S. Influence of Fuzzy Logic rule sets

Results of the tests regarding A0S and EnDS which
are both integrated in the 4/ are depicted in Figure S:
AOS is fixed and EnDS is variable. The same A/ is
calculated with four diffierent Fuzzy Logic rule sets that
represent diffierent strategies: Cautious stiategies tend to
generate alerts even for less severe probiems and thus
produce higher 4/ than optimistic strategies in the same
situation. This behavior is illustrated in Figure S. For
instance, with a medium 4OS of 0.5 and low £nDS an
optimistic strategy results in a low A/, while a cautious
swategy leads to a significantly higher 4/. This differ-
ence increases, if 40S is lowered (0.2 in Figure S,
bottom), because cautious strategies value 408§ higher
than EnDS and raise A/ for every distuptive event to a
vety high level. Optimistic strategies value small disrup-
tive events less, even though the 40S is lower.

In addition. expenments with extreme iopul values
conducted to assess robustness of the system. For
stance. a disruptive event with £EnDS=/ (highest pos—
ble severily), the lowest possible AOS=# and the highsa
priority of an order (=/) 1s rated with47=/. The resubs
indicate plausible bchavior of the Fuzzy Logic compe-
nents even for these exreme inputs.

Improvement of Configuration

An evaluation of the quality of the heuristic appr
is realized with a Fuzzy Logic development
(XFuzzy 2005). Since no real-world benchmark da
available, realistic assumptions for input and desm=d
output data are provided and tested with the F
L.ogic approach.

It is assumed that a human actor can provide conss
tent heuristic assessments, if confronted with vances
input data sets. Thus, two input data sets are provi
that resemble two similar strategies of two diffe
enterprises for detennining an 4/ based on the 4OS
the EnDS (see Figure 6). Specific details of these
sessments are of minor importance, only the genesa
structure of the decision graphs is relevant.

First human
actor testcase

Alert index Al

Second human
actor test case

Figure 6. Human assessment samples

Using a simple rule-based system that does not &m-
ploy Fuzzy Logic would provide a step-like outcome
the A4/. The result of such a system is also simulated and
depicted in Figure 7. The increase of the Al with =
creasing EnDS and decreasing AOS is realized but
the continuous assessments of the human test cases.
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For
“1zure 7. Conventional rule-based system
wcure 7 illustrates binary logic’s inability to create
uous assessments with a simple set of rules and
ons derived from every day's obsetvations. How-
mwr. the same rule-base can be used in a Fuzzyl.ogic
sw==m which provides quite diffierent results (see Fig-
== 8). Depending on what types of fuizzy sets are used,
- mwre or less continuous assessment is realized that
pemambles the first test case while not so much the less
we=metric second test case. In several tests “Pi” fuzzy
w0 established the best results which are depicted in
Feze 8.
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- “u farther improve the quality of the Fuzzy Logic

Ssmessment and resemble the test cases, the user input is
wmoloved as learning material. The fuzzy tool rear-
mmzes the fuzzy sets of input und output variables to
w=st to the given variable values of the test cases.
“ieseral different algorithms are available (i.e. Steepest
Sescent,  Marquardi-Levenberg.,  Downhill  Simplex,
“owell's Algorithm or Blind Search). The aim is to
==iuc= the deviation between test data and Fuzzy Logic
smessments to a minimum. The quality is measured by
Sez=an square error (A2SE). Best results were achieved
= experiments with the Downhill  Simplex

=0.0015) and Powell's algosithms (MSE=0.0001)
swk= a Blind Search algorithm, despite irs ability to find
gutal maxima. was less successful (MSZ=0.007). In

Figure 9 the result of a successful leaming expenim=nt
for the second test case is depicted. Compared to the
initial human assessment depicted in Figure 6 the simi-
larity of the Fuzzy Logic assessment is very high.
Hence, the quality of automated interpretation of SCEM
data will resemble a human actor’s performance, if
configured into a software agent. The optimized con
figuration is easily extracted from the Fuzzy Logic
development tool and configured into the agent-based
prototype using the MS-Excel spreadsheet configuration
files (see above).

Figure 9. Trained Fuzzy Logic system

CONCLUSIONS

A methodology to heuristically assess data gathered
for Supply Chain Event Management purposes is pre
sented and evaluated. Implemented within two types of
agents (coordination and surveillance agents) Fuzzy
Logic is used to imitate hurnan assessments of complcx
situations in which an order is situated during its fulfill-
ment. Different strategies a human actor pursues in its
interprelations can be adequately reflected by the Fuzzy
Logic approach through definition of rule-sets and
different fuzzy set types. Besides, automated adjustment
of fuzzy sets Lo leaming data is possible. Lcaming data
is dcrived e.g. from expert interviews.
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ABSTRACT

System dynamics and agent-based simulation are used
to explore the dynamic behaviour of complex technical
and socio-economic systems. Despite different para-
digms regarding system representation, model creation
and simulation, both approaches have been applied
successfully to support strategic decision-making. As
the selection of the right modeling approach is
elcmentary fer the effectiveness of the decision support,
it is necessary to underssand approach assumptions and
limitations.

This paper contributes to the selection of the right
modeling approach by depicting differences between
system dynamics and agent-based simulation. First,
both approaches and the underlying paradigms are
analyzed. Sccond, it is shown how system dynamics and
agent-based simulation offier two different modeling
perspectives that carry a different burden of accuracy
and model complexity. Explanations are fortified with
simplified scenarios and study models describing work-
force and knowledge dynamics withiin an organization.

PROBLEM

In simulation experiments, as well as in real settings,
decision makers have access to feedback infortmation
about the appropriateness of actions. The closer cause
and effect are related, the more effective is the use of
feedback information. Unfortunately real decision
environments mostly lack this closeness between deci-
sion and feedback. It often takes a considerable time
until the results caused by a decision are perceptible.

Simulation models compress time and space and
thereby enable managers to leam about the effiects of
decisions more quickly. Using simulation models,
decision makers can experiment with various strategies

and leam from making rounds of decisions in
cnvironment that allows failure and reflection (Bal
etal. 1994). However, modeling and simulation app
ches are based on difficrent methodologies so
important that model developers and decision makz=
understand approach differences. They must be

of resulting model limitations, whether simuiation
used as a learning tool, training tool, or as a deci
aid.

SYSTEM DYNAMICS

System dynamics applies diflierential equations
model the system of interest. The approach aims =
explaining the system structure that causes an observes
behavior. Complex systems are seen as an interlocki
structure of feedback loops (Forrester 1976). E
system under investigation is decomposed and
causal relationships between the identified elements
revealed.

System dynamics uses stock variables to represent i
system states. A stock accumulates the influences
receives over time. The change of state that affects
stock at any point in time is described by flow variab
Flows represent the consequences resulting from acti
in the system. While stocks and flows are thc basis
system dynamics, auxiliary variables reflect how

are determined. Auxiliaries are used to repr
policies that manage a certain stock by controlling
corresponding inflows and outflows,

Numerical integration is used to compute the behav:
of modeled systems. Based on differential equati
time is viewed as continuous. hrespective of the
integration method, simulation is governed entirely *
the passage of time. Often referred to as “time
simulation” (Coyle 1996), a number of steps along
time axis are taken during a simulation run. Howevex
the modeler must be aware that the size of the time
influences the simulation accuracy.
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IGENT-BASED SIMULATION

agent-based simulations, individual entities are
mmxieled to interact so that cumulative actions shape the
==pyomment that encapsulates this virtual society. An
@m may represent an individual but also collectives
1 as firms or states, or artificial entities (Gotts et al.
) J) Agent types can vary from simple, reactive units
& more complex, cognitive agents (Drogoul et al.

¥3
3).

geni-based models do not have a common
ism. Most formalisms are logic-based but subject
moplementation diffierences. A typical agent-based
consists of agents, interaction environments and
peming rules. Agents are usually represented as
ts containing internal states and capabilities. Over
. the intemal states change due to agent-agent or
—environment interactions. Simple agent types
“wre capabilities based on predetermined rules of
“aviour so interactions are very limited while more
lex cognitive agents contain adaptive methods of
ction in form of leaming. Such capabilities are
y implemented using evolutionary and genetic
“mwthms. As interactions occur at discrete points of
“#= a discrete-event view is adapted and implemented
using an event-schcduling or processinteraction

ch.

W'TROACH COMPARISON

brizin of Dynamics

system dynamics, the basic building blocks are
“«is. Being part of feedback structuress they determine
~= system behavior. The accumulation process cap-
by stocks is central to the system dynamics
ch. Stocks accumulate past events through
= and outflows. Hence, actual stock value reflects
S miality of all past events. This accumulation causes
mezaa. Assuming limited flow rates, the stock value
f==rmines how fast a given state can be changed.
\==ring a delay stocks absorb the differcnce between
s==ows-and outflows. Stocks are often used as buffers
g outflow rates against fluctuating inputs so stock
vary. As decision making is based on stock
afarmation, varying stocks often lead to disequilibrium
@=z=mics being characterized by erratic system states.

: case of agent-based models, the dynamics is due to
me==t-agent and agent-environment interactions. Agents
== e basic building blocks. Following specified rules,
ws=mis interact within their environment and thus

e the overall system behavior due to emergence.
"= macro-level system behavior is a result of the
mzo-level interactions of individual heterogeneous
sz==ts. Events that trigger reactions are the source of
Smmmmcs in agent-based simulation models. Properties
# reactons are specified by the interaction rules. As
== interactions occur at discrete poinis of time.

scheduling of events is of great importance for the
emergence of the ovcerall system behavior.

Top-Down vs. Bottom-Up Perspective

System dynamics modeling follows a top-down
systems vicw. The high-level structure of the system is
sketched providing a conceptualization of aggregate key
elements and relationships. Usually the main stocks in
the system are identified first, followed by the tlows and
the relationships that detennine thc flow rates. During
model devclopment initial stocks are gradually decom-
posed until all relevant feedback loops are captured.
System dynamics seeks an endogenous explanation for
a given phenomenon based on the identification of
dominant teedback structures. Models developed
capture emergence by modeling the phenomenon itself
(Schieritz and Milling 2003).

The level of necessary model detail depends on tbe
purpose of the model. As an example, to capture the
workforce dynamics of an organization it is common to
sphit the stock representing the company’s overall
employees into a promotion chain. Applying the aging
chain archetyype. a structure used to model itents that are
age-dependent, the promotion chain represents different
levels in the staff hierarchy of an organization (Sterman
2000). Figure 1 depicts the structure of a two level pro-
motion chain.
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Figure 1. Capturing Workforce Dynamics Using a
Promotion Chain Structure




In contrast to the top-down approach, agentbased
models follow a bottom-up approach. Individuals are
the most basic modeling units. The behavior of
individual agents is modeled. Agents usually play
different roles and it is possible that one agent is
assigned multiplc roles or the same agent changes rolcs
during existence. Interactions occur according to the
specified interaction rules. Groups of agents can interact
with other groups creating a new level of emerging
dynamics that is seen as the society behavior. In other
words, characteristics of the population evolve during
simulation. The bottom-up approach is a source of
emergence due to interaction among agents on a
particular hierarchical level — the emergence on one
level causes an emergent behavior on the level above
and so on.

To capture different types of agents, roles and
environments. Parunak and Odell suggest the use of an
UML class diagram and swimlanes (Parunak and Odell
2002). Relations are shown in a table where vertical
swimlanes specify group aggregation while horizontal
swimlanes specify object instantiation. An example of
such a class-swimlanes diagram is shown in Figure 2.

<<aggregation>>
Workforce Group ]
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Managing Group

e A
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Figure 2: Simplified Class Diagram Capturing Agent-
Based Workforce Dynamics

The diagram depicts a workforce structure emphasi-
zing the bottom-up approach. On an individual level,
the diagram shows four agent instantiations (Employee
A, CR-Manager A, HR-Manager A, Employee B) stem-
ming fom three types of agents (Employee, CR-
Manager, HR-Manager). Four roles are assigned to the
agents (Junior, Senior, CR-Manager, HR-Manager). At
the same time, relations between diffierent roles are
shown (e.g. the CR-Manager provides staffing require-
ments to the HR-Manager, an agent who hires, fires,

reviews and promotes employees). According to thes
role agents are organized into two groups: junior and
senior employee's are members of the Workforce Grom
while the CR-Manager and the HR-Manager are meza-
bers of the Managing Group.

Homogeneous vs. Heterogencous View

Single objects flowing through a stock and fliw
network cannot be identified and traced in syst=m
dynamics. Stocks only represent the quantity of iterm
contained so coflows are used to model the attributes
items in stocks. Coflow structures nurror the main stock
and flow network (Sterman 2000). Attributes ==
modeled using cortesponding stocks that keep i
attribute values of the items represented in the m=m
structure. Referring to the workforce model (Figure 1/ u
coflow is used to represent the knowledge of junior a=
senior staft’(Figure 3).
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Figure 3: Modeling Workfiorce Knowledge Using =
Coflow Structure

Two stocks are used to represent the knowledge leves
of junior and senior members. Further, three inflows ==
modeled that contribute to the kmowledge of jurmm
staff. The first inflow is based on the hiring rate as e
new cmployee brings in a certain amount of imimd
knowledge. The second inflow is due to projs
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lvement and depends on the average lime juniors
w=nd on the projectrelated work. Further, training is
e=med as the third source of knowledge acquisition
juniors not assigned Lo a project undergo training
ities.

outflow of junior staif knowledge depends on the
muiesponding layoft, quit and promotion rates. In all
, the departing juniors take the average knowledge
them. In case of quitting and layoff. the knowledge
i while in case of promotion, knowledge is trans-
to the stock of senior knowledge. 1t is assumed
“ zemiors are not subject (o lraining activities so
ledge is solely acquired through project work.
ar to the juniors stock, seniors take an average

t of knowledge with them when leaving.

eling knowledge dynamics depicts the homoge-
perspeclive as an inherent aspect of the system
‘r=amics approach. Although the coflow stiucture cap-
the overall knowledge on each job level, it 1s not
watble to keep wack of individual’s knowledge
ute. Hence, the average knowledge per employee
calculated dividing the overall knowledge by the
ding number of staff members.

ite other hand, agent-based models provide a way
epresenting helerogeneity. Bue to the bottom-up
ach agent-based models preserve the individuality
ed in real-world systems. Individual agents can
diffierent attributes and rules of behavior
ding on their internal states and the surrounding
nment. Applied to knowledge modeling, this
geneous individual-based perspective provides
== gpportunity to model individual knowledge sets for
agent. For example, instead of assuming an
ge knowledge level for every hired junior
oyee, it is possible Lo assign individual knowledge
thereby creating a heterogeneous agent population.
ermore, the development of individual knowledge
can depend on agent interaction with other
iedge repositories in the environment. sing
e sets of natural numbers Lo represent distinct
«:edge ilems, comparison and modification of
dual items within }enowledge repositories is
zable.

4 dcpicts various agent interactions with
“==ledge repositories during projcct and knowledge-
wacement aclivities. The figure shows how two
m=nis A and B mutually interact or manipulate project

crganizational knowledge repositories by transfer-
=m= or creating knowledge items. A dashed arrow sym-
Fufzes a flow of knowledge from the source to the
¢esunation. A solid arrow represents knowledge crea-

where the tail depicts the origin of the newly crea

wiea while the head identilies the location where the
====d knowledge is temporally or permanently stored.
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Figure 4: Modeling Knowledge Repositories and
Agent Inleraction
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During project work three activities contribute to the
knowledge creation and transfer. First, agenls being
assigned to a project share some of their individual
knowledge while collaborating. Second, the project
itself is regarded as a source of knowledge. Agents are
confronted with new topics and problems, two additio-
nal sources thal enlarge their knowledge repositories.
While solving problems at hand, agents create new con-
cepts contributing to the project knowledge repository.
Third, it is assumed that agents spent some time docu-
menting project findings while transferring the new
knowledge items to Lhe organizational knowledge repo-
silory.

Agents not involved in project werk spent their time on
knowledge management activities. Training time is
allocated to allow juniors to read and accept approved
concepts that are documented as part of organizational
knowledge repository. Seniors spend time reviewing
already documented concepts while creating new ideas
— concepts are merged and extended into new know-
ledge items. However, all knowledge transfer and crea-
tion rates have an upper limit as a way of representing
an agent’s cognitive limits and the resource use
restrictions. The individual’'s leaming capabilities,
group contributions to ongoing projecls, project
contributions to organizational knowledge, as well as
knowledge management efforts such as training and
revision are limited.



Model Accuracy

To elaborate on model accuracy, the simulation
results of the simple workforce and knowledge models,
which have been introduced above, are presented.
Continuous workforce growth is assumed for the entire
simulation time of ten years. In order to ensure
equivalent initial conditions, average initial knowledge
levels of the instantiated junior and senior agents are
used for parameterization of thc syslem dynamics
model. The quit rates and the retirement age are set the
same. Figure 5 shows the simulation results of both
models for the average junior knowledge.
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Figure 5: Average Junior Knowledge

The results reveal that compared to the agent-based
simulation, the system dynamics model overestimates
junior knowledge values. Due to the aggregate and
homogeneous modeling perspective of the approach, an
average knowledge value is removed from the junior
knowledge stock in cases of quitting, layoff and promo-
tion. However, the use of the average knowledge is
clearly an oversimplification of the amount of know-
ledge that is lost or transferred to the senior level.

Although the system dynamics approach cannot
handle individual items, the use of an estimated attribute
distribution over the total amount of items leads to more
sophisticated results. Instead of assuming that juniors
possess the same average amount of knowledge, a uni-
ferm distribution 1s implied. Minimum knowledge is
calculated using a moving average of the initial average
knowledge per hired junior. The time span taken for the
moving average equals the average tenure of juniors.
Maximum knowledge is given by doubling the
difference between the average knowledge of all juniors
reduced by the moving average of the initial knowledge
per junior. Figure 6 shows the simulation results of the
improved model versus the agentbased simulation.
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Figure 6: Average Junior Knowledge Using Unifore
Attribute Distribution in the System Dynamics Mod=2

Uniform attribute distribution results are in bezss
agreement with the agent-based simulation resuz
Nevertheless, in a case of heterogeneous atwibem
values, the agentbased model provides a more accuzme
result than the system dynamics model. The aggree==
and homogeneous view inherent to the system dynarzzs
approach reduces accuracy compared to the individu
and heterogeneous view of agent-based simulation.

Model Development

Using simulation models to support managerad
decision making, two development aspects are impa
tant. First, seriously impinging the applicability of -
dels as decision-making tools, efforts necessary (o dews
lop appropriate models are considered complex =wi
time-consuming. Second aspect not to be ignored is s
client participation. An efiective simulation-based 1«
requires from the decision makers to accept the simmia-
tion model as an adequate representation of &=
problem. Fostering management participation in modd
development promotes the acceptance of resulomg
simulation models (Lane 1994). However. modetig.
only becomes an active part of decision support if 1=
selected approach is simple enough to allow decisias
makers to participate in the model fonnulation =i
implementation without technical savvy.

Compared to the agent-based models, the deve!
ment of system dynamics models takes significantly
time. In addition, modeling elements are easy to undss
stand on a qualitative level. Causal loop and stock
tlow diagrams allow a graphical model developm=s
that reveals the overall model structure. Easy-to-om
workbench tools are available for model specifica
implementation, execution and documentation as we.
as visualization and analysis of the simulation reszas
Nevertheless, modeling and especially the developraaa
of mathematical models are tasks left to modeizag
experts since comprehensive experience is necessary =
develop valid models in a reasonable amount of time.




The development of agent-based models proves to be
=0te involved and more time consuming as it is far
=wie concemed with programming details. Standard
modeling approaches such as UML, which are increa-

ngly being used for business modeling and modeling

other non-software systems, contributes to the facili-
==on of agent-based modeling, Advances in graphical
resentation of agent-based concepts based on UML
=g AUML.) facilitate the collaboration between deve-
@pars and cnd-users. Following well-established stan-
@&=ds, models will be easier to usc, communicate and
erstand.

Madel Analysis

To gain valuable insights from mode! analysis, it is
rtant to have an understanding of the model struc-
and its behavior. Model transparency and the

i=lity to trace the causes of a given behavior are
mdispensable. The graphical representation of system
“spamics models supports this comprehension. The
perception  and communication of such graphical
@odels is easy and identification of dominant and
armcal loops is possible. Due to the top-down approach,
ss=2cm dynamics already assures a basic understanding

the model structure as model development starts with
mm aggregate, hence less complex, view of the system
3 details are added step by step.

#ork with agent-based models is somewhat more
@zTicult. These difficulties are partially due to the bot-
msn-up approach that requires more modeling details
=2t such approach sometimes provides a morc intuitive
w=v of system representation. Agents are usually related
« corresponding real-world objects or concepts, e. g.
p=sons, machines, orders, etc. While being true regar-
ar=c the analysis of individual agent interaction, this is
me=<tionable for the analysis of emergent behavior on
“= systems level. Following the bottom-up approach,
“2 number of agents could easily reach into several
Swedreds, leaving the number of interactions as a multi-
= Wooldridge and Jennings conclude that *[...] the
@mmics of multi-agent systems are complex, and can
== chaotic. It is often difficult to predict and explain the
a=2vior of even a small number of agents; with larger
mambers of agents, attempting to predict and explain the
B=zavior of a system is futile” (Woolridge and Jennings

95, pg. 5).

CINCLUSIONS

Svstem dynamics and agent-based simulation offier
o different modeling perspectives that cany a
d@&Ferent burden of accuracy and model development
@xae. System dynamics aids the understanding of com
F=x system structures so that effective policies can be
sx==aaned and targeted toward the most rewarding goals.
“=wever, regarding the model accuracy, the agent-
S=d models outperfiorm the system dynamics
axsuach., Based on an aggregate \iew., system
dxw=mnics captures only homogeneous groups of objects

whose members are not distinguishable. Agent-based
models in contrast maintain individual heterogeneity
implementing  different agents. System dynamics
models run the risk of oversimplification while agent-
based models in contrast have to cope with complexity.
Complexity reduces the ability to quickly identify
relevant behaviors and the corresponding factors of
influence. Understanding where the agentbased
approach yields additional insight and where details
have no importance is crucial in selection of the
appropriate method (Rahmandad and Stennan 2004).
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ABSTRACT.

Agent Based Simulation (ABS) differs from other kinds
of computer-based simulations in that (some ol) the
simulated entities are modeled and implemented in
terms of agents. The agents’ capabilities make ABS an
attractive simulation concept. Several researchers pro-
posed methods and approaches to develop ABS appli-
cations. Unfortunately, none of these methods or ap-
proaches takes into account the spatial and geographic
aspects of the system to be simulated or those of the
simulation environment. In our research we are inter-
ested in Agent-Based geosimulation and we focus on
the use of the ABS paradigmn to build simulations of
human bchaviors in geographic environments. This
paper aims to present a new generic approach thal can
be uscd to develop agent-based geosimulalion applica-
tions which simulate various kinds of system or agents’
behaviors in georeferenced virtual environmenis. In
order to illustrate this approach, we presen( a practical
example of an agent-based geosimnulation application
which simulates the shopping behaviors of customers in
a virtual georeferenced world representing a shopping
mall. We also show how mall managers can use this
type of simulation to make inforined decisions about
mall’s configuration with the objective of making the
mall more comfortable to shoppers.

INTRODUCTION

“Agent-Based Simulation (ABS) differs from other
kinds of computer-based simulation in that (some of)
the simulated entities are modeled and implemented in
terms ot agents (Davidsson, 2000). The agents™ capa-
bilities make ABS more attractive than (raditional
simulation approaches such as Discrete Event Simula-
tion (DES), the Continuous Event Simulation (CES),
and the Object ®riented Simulation (QO0S). Several
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applicalions are created using thc ABS paradigm. Our
research concentrates on the use of ABS to build simu-
lations of human behavior in virtual spatial environ-
ments. “The simulation of human behavior in spuce is
an extremcly interesting and powertul reseiarch method
to advance our understanding of human spatial cogni-
tion and tbe interaction of human beings with the envi-
ronment” (Frank et al. 2001). Several researchers used
this paradigm to develop applications that simulate
different kinds of behaviors in spatial environments
For example, (Raubal, 2001) and (Frank et «l. 2001

presented an application which simulates wayfinding
behaviors in an auport. (Dijkstra et al. 2001) used cel-
lular automata to simulate pedestrian movements in a
shopping mall. (Koch 2001) simulated people move-
ments in a large scale environment representing a town.
In thcse applicalions. the spatial features of the simula-
tion cnvironmen( (SE) are represented using maps,
cellular automata, etc. @ther researchers. like (Moulin
et al. 2003), (Mandl 2000) and (Koch 2001) empha-
sized the importance of using Geographic Information
Systems (GZS) to represent the spatial and geographic
features of the simulation environment. With a good
reprcsentation of the spatial features ot the SE 1t is
possible to create more plausible simulations of agents
behaviors in spatial or geographic environment such as
pedestrian movement. migrations, road traffic, etc.
With the multitude of applications that emphasize the
spatiaf features of the SE. some simulation sub-fields
appcared snch as spatial simulation. urban simularion.
etc. (Benenson and Torrens 2004). Recently, a new
form of simulation called geosimulation became
popular in geography and social sciences in recent
years. It is a useful tool to integrate the spatial dimen-
sion in models of interactions of different types (eco-
nomics, political. social, etc.) (Mandl 2000). This forin
is supported by advances both in geographical sciences
and in fields outside geography (Benenson and Torrens
2003). (Mandl 2000), (Koch 200!) and (Moulin et al.
2003) presented MultiAgent-Based Gceo-Simulation as
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a coupling of two technologies: The ABS technology
and the GIS one.

- Based on the ABS technology the simulated enti-
ties are represented by software agents which autono-
mousty carry out their activities. They can interact and
communicate with other agents. They may be active,
reactive, mobile. social or cognitive (Koch 2001).

- Using the GIS technology. spatial tcatures of geo-
graphic data can be introduced in the simulation. The
GIS plays an important role in the development of geo-
simulation models. New methodologies for manipulat-
ing and interpreting spatial data developed by geo-
eraphic information science and implemented in GIS
have created added-value for these dara (Benenson and
Torrens 2003).

Thcere are several research works dealing with simu-
lation development methods and applications. For ex-
ample. we can cite (Zeigler 1979) (Fishwick 1991)
(Fishwick 1995) (Tuncer et al. 1984) (Curwood and
Balderston 1963) (Banks 1998) (Averill and Kelton
2000) (Anu 1997) (Groumpos and Merkuryev 2002)
who proposed vatious simulation methods and applica-
tions. As mentioned in (Drogoul et al., 2002), these
methods and approaches. allhough useful when i
coites to understand how to «dcsign a simulation, have
some major drawbacks: (1) thcy do not specifically
address MultiAgent Based Simulation. but rather com-
puter simulation in general; (2) they are mainly task-
oriented. rather than model-oriented. and make it diffii-
cult to understand the diffccultics found in translating
conceptual to computational models. {Ramanath and
Gilbert, 2003), (Drogoul et al., 2002) presented generic
methods and applications for ABS but, unfortunately.
none of these methods or applications takes into ac-
count the spatial and geographic aspects of the system
to be simulated or those of the simulation environment.
In our work we are interested in agent-based geosimu-
lation which is a recent concept in the computer simula-
tion fields and especially in ABS. Based on our litera-
ture review we did not found any method to support the
development of agentbased geo-simulations involving
a large number of autonomous agents evolving in a
georeferenced or geographic virtual environment (Ali
and Moulin 2005).

In this paper we propose a generic approach to de
velop agentbased geosimulations that simulate vatious
kinds of sparial agent behaviors in virtual geographic
environments, We mean by spatial behavior, a behav-
ior which is perforned in a geographie environment
and relates to the spatial featurcs of such an environ-
ment. [n this paper, we illustrate our approach using an
application simulating customers' shopping behavior in
a mall called Square One in Toronto. To simulate the
shopping behaviors, which take place in a geographic
environment, we need to use a multiagent geosimula
tion approach in order to take into account the spatial
characteristics of hundreds of shoppers’ activities (per-
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ception, displacements, etc.) in the virtual geographic
environment ( Ali and Moulin 2005).

The paper is organized as fellows. In Section 2 we
present the main steps of our generic approach for the
development of agent-based geosimulations. In Sec-
tions 3 and 4 and in order to illustrate our approach, we
show how it enabled us to simulate the shopping be-
havior of customers in a virtual shopping mall. In Sec-
tion 4 we present how shopping mail managers can use
our shopping behavior simulation prototypc to make
informed decisions about their mall configuration in
order to make it more comfortable and attractive to
customers. In Section 5. we present related works and
we conclude the paper.

CREATION OF A 2D-3D
GEOSIMULATION

MULTIAGENT

Figure 1 depicts the main steps of our approach. These
steps are illustrated using the shopping behavior simu-
lation application.
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Figure 1. The main steps of our approach to develop
multiagent geosimulation

The following sub-scctions present the first steps that
we propose to follow in order to systematieally create
geosimulations. The text presenting each step is printed
in italics.

Identif'y the Geo-Simulation users’ needs

Sinudation applications are generally used to support
decision making. In geo-simulation applications deci-
sions are ifluenced by the spatiial characteristics of
the simulated system and the geographic features of its
environment. Before developing a geo-simulation ap-
plication we must study in detail the needs and goals of
its future users. This step is very important because it
helps designers to identify future users. the goals and
limits of the system and the goals and limits of the
simulation.



In the case of our shopping behavior geosimulation
application the users (mall managers) wanted to use the
application to simulate and visualize in 2D and 3D
customers’ shopping behavior in a shopping mall and
to assess the influence of different shop locations on the
customers’ behavior. This evaluation of different mall
configurations would help them to make changes in the
mall in order to provide customers with a more attrac-
tive and comfortable shopping environment. Based on
these needs we can limit the context of the geosimula-
tion application to the spatialized shopping behavior of
customers in a shopping mall.

Specify the characteristics of the system to he
simulated

Based on the users’ needs we must identify the charac-
teristics of the system to be simulated as well as its
enviromnent, wcluding all the relevant spatial and
non-spatial features within the limits that were defined
in the previous step. This step is important because it
prepares the ground for the following steps.

In our shopping behavior simulation case we studied
the shopping behavior (the system) of people in a mall
(the environment). After several months of study of the
literature from several disciplines (consumer behaviour,
markeling, social psychology. etc.) we got the fellow-
ing results.

The shopping behavior is influenced by several fac-
tors:

- Internal factors: Demographic (gender, sex, mari-
tal status, life-cycle, sector of employment, elc.), per-
sonality, values, culture, attitudes, habits, preferences,
emotional factors. (Duhaime et al. 1996).

- External factors: Family, reference groups, social
class, etc. (Duhaime et al. 1996).

- Situational and contextual factors: The environ-
ment ambiance (music, odors, temperatures, etc.)
(Deborah et al. 1991), the spatial and geographic
configuration of the environment (layout of the stores,
textures, color, etc.), and the social aspect of the
environment (the attendance of other people, staff. etc.)
(Eroglu and Gilbert 1986).

- Other factors: The temporal factor (period of time
in the day, in the week, in the month, in the year, elc.),
expected duration of shopping.

The shopping behavior can be thought of as composed
of several processes such as (Petrof ct al.,1978): 1)
recognizing shopping motivations, 2) iformation
retrieval used to search for stores where to shop
(intemal search from the memory or memorization
process; and external search in the environment or
perception process), 3) evaluating of alternatives
(choose a particular store), 4) decision making before
visiting a shop, 5) post-decision process (evaluation of
the experience after visiting a shop).
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The presentation of the details of these factors and
processes is not in the scope of this paper For more
details refer to (Duhaime et al. 1996), (Petrof et al.
1978) and (Deborah et al. 1991).

Creatc the geosimulation models

In order to be able to simulate the swdied sysiem

using a computer, we must model it as well as its
environment, taking into account their spatial and non-
spatial aspects. Since our stmulation approach is based
on the agewrt technology, we use an agent-ortemied
design method to create the models and represent rhe
entities of the simulation. The Agent-Based Unified
Modeling Language (AUML) (http //www.auml.org/) is
an example of such a method. In a simulation we can
distinguish two categories of entities: passive angd
active agents.
The Passive Agent model (PA) is used to specify
entities which do not have behaviors. Usually, the mos:
important elements of the sinmlation envirommnen:
belong to this category. We must characlerize tbe
spatial and non-spatial structures of the passive agents
In the shopping behavior simulation case the majority
of the shopping mall entities such as stores, kiosks.
toilets, doors, entertainment areas, rest areas, smoking
areas and parking lots are represented by this categon
of agents.

- Non-spatial structure (The Store PA). The non-
spatial structure of a Store PA contains the information
which is specific of a particular store in the virtual SE.
For  example this  structure  contains  the
Stor e Identi{ication. the Store_Name, the
Store Speciality, etc. The details of the non-spatial
structure of the others PA are not given in this paper.

- Spatial structure (The PA of the spatia
environment). The 2D spatial (geographic) structure of
the spatial environment PA is modeled using the GIS
software  GeoMedia  (http://www.intergraph.cony).
Figure 2.a presents the 2D spatial structure (GIS) of the
first floor of the Square One Mall To create the 3D
spatial structure of the PA, we use the software
3DStudioMax (http://www.techanim.com/). A pottion
of the 3D spatial structure of the first floor of the
Square One Shopping Mall is displayed in Figure 2.b.
To make our simulation environment more realistic we
used pictures of stores windows as textures that were
put on the facades of the stores in the virtual

Figure 2.a: The 2D spatial Fiure,2.: The spalia!
structure of the simulation

structure of the simulation

environment agents environment agents

-




The Active Agent model {AA) is used to specify entities
having behaviors. These entities actively participate in
the simulation. In this model we specify the data
structures of the entities (spatial and non-spatial
structures) and their behaviors (spatial and non-spatial
behaviors). In the shopping behavior case we only
consider one category of agents which represent the
shopifiesuon-spatial structure (T he Shopper AA): In the
nonsspatial structure of the Shopper agent we take into
account the shopper’s characteristics which can
influence the shopping behavior in a shopping mall. We
specily the agent’s demograpbic profile (identification,
name, gender, age group. etc.), preferences, habits,
shopping goals, emotional states, as well as dynamic
variables (hunger, thirst. etc.). possession state (what
the agent owns). agent’s knowledge (what the agent
knows in the mall: the stores, the toilets. etc). etc. A
dynamic variable is a variable whose values change
during the course of the simulation. Dynamic variables
can be used to activate certain behaviors. For examplc.
when the need to go to the teilet reaches a certain
threshold, the goal of finding a toilet becomes a priority
{Moulin er al. 2003))

- The spatial structure (The Shopper AA). The
spatial structure of the Shopper AA depicts the spatial
representation  of the agent in  the simulation
environment. For example. in the 2D simulation, the
spatial structure of the Shopper AA can be a point. a
circle or a square. In the 3D simulation, we represent
the agents’ spatial structure using a 3D shape (a 3D
mesh) which represents a young man/woman, an old
man/woman; we can choose the colors ol clothes.

- The non-spatiat behavior: In thc non-spalial
behavior of the Shopper AA are included the main
processes of the shopping behavior which are not
related to the external environment such as the needs
detection process, the intemal infonmation retrieval
procddse efparial behavior: The spatial behavior of the
shopper agent depicts the agent’s interactions with the
simulation  environment  (movement.,  obstacle
avoidance, path finding, etc.). For example. in a 2D
spatial behavior we can see the agent move from one
location to another. In a 3D spatial behavior, and using
a 3D mesh animation, the agent “walks™ in the 3D
model ofthe shopping mall.

Select a geosimulation tool/platferm/language

During this step the designer must choose the simu-
lation tool, platforn or language that will be used 10
execute the simulation models. Several simulation
tools, platfiorms and languages can be used to simulate
systems or behaviors. Naiurally, a question arises:
How 1o select the appropriate simulation platform or
twol for a given application? Metrics to evaluate sinu-
lation tools include modeling flexibility, ease of use,

modeling struciure {objects, agents, etc.), code reus-
ability, graphic user imerface, animation, hardware
and software requirements. oulput reports, customer
support. and documentation.

For our shopping behavior simulation we used a
generic platforin called MAGS (Multi-Agent Geo
Simulation) {Moulin et al. 2003) which can be used to
develop agent-based geosimulations that involve a
large number (thousands) of autonomous software
agents interacting in virtual geographic environments
(VGE). In MAGS the agents are capable to perform
“cognitive” and spatial activities in thc VGE because
they perceive the objects contained in the virtual spatial
environment, the features of the ground, paths. roads,
buildings and other static objects as well as the other
moving agents (Moulin et al. 2003). They are also able
to navigate autonomously in the simulation
environment based on their perccption and
memorization mechanism (Perven and Moulin 2004),
They also make decisions based on their gouls and sub-
goals whose priority varies in function of their needs
(physiological, social. emotional. etc.) represented by
dynamic variables. The needs may be prioritized
according to Maslow's classification (Maslow. 1970).

Collect and analyse the data used as input to the
Geo-Simulatinn

In this step we collect data and 1ransforn it in order
1o feed the simulation models. If it is acceprable 10
input random data in the simulation models, this step
can be very simple but the simularion may be
unrealistic. But, if we want to use real data we must
collect and analyse it before feeding it in the system.
Since we deal with geosimulations. we must collect and
analyse both non-spatial and spatial data. n our
approach we use OLAP and SOLAP teclinigues to
analyse the input data.

For the shopping behavior simulation case and in
order to have a realistic simulation we used real data
that our team collected in the Square One shopping
mall. In this section we briefly explain how we
collected the data and which techniques we used to
analyse it.

The data collection: The data characterizing the spa
tial environment is recorded in a GIS and obtained after
processing differcnt documents: maps. descriptions of
slores, etc. For the creation of the shopper agents we
did not have any data. Consequently, we decided to
build a survey to collect data about real shoppers visit-
ing the shopping mall. Thanks to this survey that was
conducted in the Square One mall during October
2003. we collected about 390 filled questionnaires. In
these thirty-pages ¢uestionnaires we collected a lot of
non-spatial data (customer’s demographic profile, hab-
its, interests and prefcrences) and spatial data about the
shopper spatial knowledge (preferred entrance doors,



preferred parking lots, usual paths fellowed during the
shopping trip. the shopping areas which are best known
in the shopping mall). The data has been collected on
paper questionnaires. In order to digitalize this data,
and using Microsoft Visual Basic, we programmed a
software that is used to input nonspatial and spatial
data about the shoppers into a Microsoft Access data-
base.

The data analysis. OLAP and SOLAP analysis: The
survey provided lots of non-spatial and spatal data
which must be analysed. To do this analysis we used a
multidimensional analysis approach based er. On Line
Analysis Processing (OLAP) for the nernsspatial data
and on Spatial On Line Analysis Processing (SOLAP)
to analyse the collected spatial data (Bédard and at
2001). OLAP-SOLAP approach is geared towards
decision-support as it is designed from the start to be
easy and rapid (Rivest et al. 2001).

For the shopping behavior simulation case. an example
for the OLAP and SOLAP analysis results is presented
in the two following points.

- OLAP analysis: Using OLAP analysis we can
analyse non-spatial variables which are called
Dimensions. We can also determine the influence of
one dimension on another. For example, we can
determinc the influence of the gender dimension on the
color or music prefcrences dimensions. Actually, we
analysed results about all the dimensions of our model
of the Shopper agent. We can further analyse the data
by combining dimensions together.

- SOLAP analysis: Using a SOLAP analysis we can
determine the relationship between a spatial dimension
of the environment and the non-spatial dimension of the
Shopper agent. For example, we can determmne the
relationship between the Gender dimension of a
shopper and the choice of the shopping corridor or the
shopping floor in a shopping mall. Figure 3.a presents
the entrance doors of the first floor of the Square One
shopping mall and Figure 3.b presents the graphical
representation of the distribution of the participanls on
the dimension Floor_Entrance_Door in the shopping
mall. We can see in Figure 3.b that the most frequented
mall’s doors are Door O (97 shoppers) and Door 10
(125 shoppers).

Figure. 3.a: The entrance doors of the first floor
(Square One Mall)

Figure. 3.b: The distribution on the Flo o r Entrance_Door dim=s-
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RUN & VALIDATE THE GEOSIMULATION

In this section we present the steps of our method
which consist in running the geosimulation, collecting
relevant data generated by the simulation, and
validating the geosimulation models, and using the
geosimulation for decision making.

Exccute the geosimulatien medels

During this step we implement the simulation
models on the selected simulation
tool/platform/language using the data characterizing
the system and its environment. During this step we
must respect the constramts and limits of the selected
toel’platformAanguage such as the mnput data
structures

To develop our shopping behavior simulation, we
used the MAGS platferm. For each simulation we must
prepare a simulation scenario. In such a scenario, we
must indicate fer example which percentage of shoppe:r
agenls (with specific characteristics) enter at each door
at given times. To create this scenario we use a
dedicaled interface that belongs to the MAGS platform.

After the simulation scenario preparation we can
execule the simulation models in the MAGS simulation
engine. Figures 4.a and 4.b present respectively 2B and
3D screen of the simulation execution using MAGS. In
this figure we can see the shopper agents who navigate
in the environment and visit stores to achieve tbeir
shopping goals.
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Figure.4.a: A 2D simula
tion execution: "I'he shop-
ping behavior in the Square
One shopping mall (To-
ronto)

In the simulation prototype the Shopper agent comes to
the mall to visit a list of specific stores or kiosks (by
name or type) that are chosen on the basis of the
agent’s characteristics and of the data collected during
the survey. It enters by a particular door and starts its
shopping trip. Based on its position in the mall, on its
spatial knowledge (memorization process) and o what
it perceives in the mall (perception process). it makes
decision about the next store or kiosk to visit (decision
making process). When it chooses a store or kiosk, it
moves in its direction (navigation process). Sometimes,
when it is moving toward the chosen store or kiosk, the
agent can perceive another store or kiosk (perception
process) that is in its shopping list and that whose loca-
tion was not in its memory. In this case, the Shopper
agent moves to this store or kiosk and memorizes it
(memorization process) for its next shopping trips. The
shopper agent accomplishes this behavior continually
until it visits all the stores or kiosks which were on its
visit list or until it runs out of time for its shopping trip.
If the shopper agent has still time for shopping and
some stores or kiosks of its list are in locations un-
known by the agent, it starts to explore the shopping
mall to search for stores or kiosks (exploration mode).
When the shopper agent reaches the maximum time
allowed to the shopping trip, it leaves the mall.

The Shopper agent can also come to the mall without a
specific list of stores or kiosks in order 1o explore it. in
this exploration mode the Shopper agent follows its
preferred paths in the shopping mall. In this mode the
moving action of the Shopper agent to the stores, ki-
osks. music zones, odor zones, lighting zones, is di-
rected by its habits and preferences. For example. if the
Shopper agent likes cars and it passes in front of a car
exhibition, it can move and stop to attend this exhibi-
tion. To extend our simulation prototype we can simu-
late the shopper reactions to the mall’s atmosphere. We
can insert special agents that broadcast music, lighting
or odor in specific areas. When the shopper agent is in
the exploration mode; if it perceives and likes the music
or the lighting or the odor broadcasted in these areas, it
can move toward them and possibly enter the store
increasing its level of satisfaction.

During its shopping trip the Shopper agent can feel the
need to eat or to go to the restroom (simulated by a

Figure.4.b: A 3D simulation
execution: The shopping
behavior in the Squeawe One
shopping mall (Toronto)
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dynamic variable reaching a given threshold). Since
these needs have a bigger priority than the need to shop
or to play. the agent temporarily suspends its shopping
trip and goes to the locations where it can eat some-
thing or to the restrooms. [n our geosimuiation proto-
type the priorities of the activities of the shopping be-
havior are detined on the basis of Maslow's hierarchy
of needs (Maslow 1970).

Collect and analysc the data generated by the Geo-
Simulation

Ta be useful. the simulation application must return
mearungful results. Based on these results and on the
analysis of these results, the users can make decisions.
[n our approach and in order to analyse the sinulation
output data, we use the same OLAP and SOLAP analy-
sis techniques thar are used o analyse the sirnulation
input data. it is important to indicate theit the simula-
tion outpurdata is generated by a specific type of soft
ware agents: Observer agenis.

In the example of the shopping behavior simulation
we collect data from the models execution thanks 10
special software agents called Observer Agents. The
role of an observer agent is to collect data from the
shopper agents which come nearby (in the observer
agent’s perception range) and to store this data in files
or databases. When the simulation execution ends, we
can analyse the contents of these files or databases in
order to make a report about the simulation results. We
can collect non-spatial and spatial results during the
simulation. Using again our OLAP and SOLAP tech-
niques and tools we can analyse these results. For the
shopping behavior simulation example, we designed
the structure of the Observer Agents that collect the
simulation results and then we worked on the analysis
of these results. For example, Observer agents located
at the entrances of the virtual shopping mall record the
number of Shopper Agents entering and exiting the
shopping mall. Other Observer Agents count the num-
ber of Shopper Agents going through specific areas.
Other Observer Agents collect different data such as
the Shopper Agents’ satisfaction when exiting the
shopping mall. This Observer agents' activity is similar
to conducting a survey in the virtual environment of the
same kind as the one we conducted in 2003 in the real
shopping mall. Hence, we are able to use the same
OLAP and SOLAP analyses that we used to analyze the
data of the survey conducted with real shoppers.

Verify and Validatc the Geo-simulation modcls

During this step we can compare the simulationmodels
under known conditions with the system that we simu-
late. This step not only ensures that the model assunip-
tions are correct and consistent, but also enhances the
users’ confidence in the simulation models (Anu 1997).



Based on the simulation irput data and the simulation
results we can verify and validate our simulation mod-
els.

In the case of shopping behavior simulation. we did
not perform this step yet. To this end, we are investigat-
ing various verification and validation techniques to
verify and validate simulation systems. These tech-
niques have to be customized for geo-simulations.
Cumrently, we plan to use the technique of validation by
comparison between the simulation models and the real
system which is simulated. We plan to collect data
about real shoppers in another mall and compare them
with the Agent-Based Geo-Simulation outpul results in
order to validate the shopping behavior models.

Test and document the Geo-Simutation

During this step we document and test the simula-
tion. Iri the documentation we present the results of the
system analysis, the simulation models, the selected
tool/platforni/language, a guide to use the simulation
interface, the input/output data analysis results, etc

Currently, we have documented a large part of our
shopping behavior Geo-Simulator. We hope to com-
plete this documentation and to deliver it to the final
users (the Square One shopping mall managers) in the
corning months.

Use the geosimulation tor decision making

The last step of our approach is ro exploit the results of

the multi-agent Geo-Simulations in order to for exan-
ple:

- Understand the system to be simulated by observ-
ing various simulations carried out over long periods
of time using the G eoSimulation platform.

- Compress time to observe a system over long peri-
ods or expand time te observe it in detals. To this end,
the user can control the simulation time step.

- Experiment the system in new situations or con-
texts in order to assess the influence of different deci
sions.

Our shopping behavior simulation can be used by
shopping mall managers to make decistons related to
the spatial configuration of the shopping mall. The
shopping mall manager can change the spatial configu-
ration of the virtual mall (change a store features or
position, close a door or a corridor. etc.). For each
change he runs the simulation and collects the results.
By comparing these results he can make decisions
about the best spatial change or configuration fer the
shopping mall. How to propose a systematic way to
carty out these comparisons is still an open research

area.
To illustrate the use of the Shopping behavior geo-
simulation tool we used 2 simulation scenarios. In the

first one we launch a simulation with a population of
390 shoppers similar to the population of customers
interviewed during the October 2003 survey (Figure.
S.a). This first scenario generates for us output data
about the routes that the Shoppers Agents follow in the
shopping mall. In the second scenatio we exchange the
location of two department stores: Wal-Mart and
Zellers (Figure. 5.b). We launch the simulation again
and we generate the output data about the routes of the
same population of Shopper Agents. By comparing the
output data of the two scenarios we notice the differ-
ence of the paths that the Shopper Agents followed to
attend Wal-Mart and Zellers stores (Figures 5.a and
S.b). In these figures the flow of the Shopper Agents
which pass through a corridor is represented by a line
which is drawn in the middle of this corridor. The
width and the color of this line are proportional to the
flow of Shoppers agents that pass through the corridor.
If this flow grows. the width of the line grews and its
color becomes darker. The simulation output analysis
shows that corridor X is less frequented in scenario 2
than in scenario 1 (Figure. S.a). However, cowridor Y is
more frequented in scenario 2 than in scenario | (Fig
ure. S.b). By a data analysis on the characteristics’
dimension of the Shopper Agent we can see that in
scenario 2, most of the Shopper Agents that go through
corridor Y are female and they come to the mall to visit
female cloth stores. If the mall manager chooses the
mall configuration of scenario 2, he may think of reni-
ing the spaces along corridor Y to female cloth stores.
The data analysis of the geosimulation oulput (non-
spatial and spatial data) is implemented in an analysis
tool that we developed using Microsoft Visual basic
6.0. This user-friendly tool uses the data generated in
“Output files” by the @bserver Agents. Then, based on
a “Dimension file” which contains a hierarchy of di-
mensijons, it computes measures for one dimension
(i.e.. Gender or Age group) or fer a combination of
dimensions (i.e. Gender and Age group) using an
OLAP (On Line Analytical Processing) analysis ap-
proach. These measures are recorded in “Analysis
files™ Then, the tool’s interface uses the data contained
in the analysis files in order to display multidimen
sional nonspatial and spatial results. Non-spatial
analysis is the result of crossing non-spatial dimensions
related to shopper agents. Spatial analysis is the result
of crossing non-spatial dimensions with the position of
each Observer Agent (corridor) which represents a
spatial dimension.
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Figure. 5.a:)\The spatial data analysis in Scenario 1
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Figure. S.a: The spatial data analysis in Scenatio 2

RELATED WORKS AND CONCLUSION

Some systcms such as as traffic systems. urban sys-
terns are spatiaily explicit (objects arc associated with
locations in geographic space) and cxhibit mobility
(they move around in the environment). il is relevant to
simulate thcm using the ABS paradigm. Unfortunately,
we cannot follow one of the methods or approaches
proposed by (Zeigler 1979) (Fishwick 1991) (Banks
1998) (Anu 1997) (Groumpos and Merkuryev 2002)
(Ramanath and Gilbert, 2003) (Drogoul et al., 2002) to
simulate them. The reason is that these methods do not
take into account the spatial and geographic aspects of
the system 1o be simulated or those of the simulation
environment. In our work, we are restricted to a recenl
simulation coacept called geosimulation and we pro-
pose a generic approach which can be followed to de-
velop 2D-3D Agent-Based applications that simulate
some behaviors which are perforrned in geographic
environments. What distinguish our gpproach is that we
take into account the geographic characteristics of the
agents and their virtual environment when we develop
the simulation. These characteristics are not taken into
account (or at best only partially) by existing methods
despite thcir importance in the system Lo be simulated.

To illustrate this approach we presented an Agent-
Based geosimulation application in which we simulate
the customers' shopping behavior in a virtual mall. Our
simulation prototype is still under development. Conse-
quently, we did not illustrate some of steps of the pro-
posed approach, but this will be done in the near fuwre.
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In few months we hope to go through the two final
steps (verify/validate our Agent-Based geosimuiation
models and test/document the geo-simulation) of our
approach and to apply them to our simuiation prototype
in order 1o deliver a final simulator to its future users.

In conclusion, our research has a very good poten-
tial for innovation. To our knowledge it is one of the
most elaborated existing simulations of shoppers be-
havior in a mall because it takes into account both the
agent’s cogaitive abilities (perception. memorization,
decision making) and the spatial behaviors of shoppers
when moving in a georeferenced environment.
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ABSTRACT

We have used a Multi-Agent Based Simulation (o
simulate a representative set of firins for a specific type
of industries and geographical locations and observed
the interaction among them, with special attention (o
their geographical location and mortality. We defined a
variant of the density dependence model to set up the
dynamics of the firms in the simulation. By comparing
some real and simulated results, and adjusting the
chosen parameters with the help of a Genetic
Algorithm, we obtain estimates for density limits and
other intrinsic parameters not observable in reality.

INTRODUCTION

What are the determinants of the survival of firms?
What explains their births and deaths? To investigate
the survival of organizations some researchers use the
density dependence model, where vital rates of birth and
death of firms are dependent on the size of the
population, the population density. Spatial components
(geographical barriers, localized resource environments,
etc.) affect also the evolutionary dynamics of
organizational populations in a nonlinear way.

Based on this idea and due to its relevance for
organizational survival, we focused our research on
certain parameters explained in detail later on (eg.
density of firms, age and size), and the impact on
mortality of organizations using a Multi-Agent based
simulation. We used a calibration process, based on
Genetic Algorithms to find the combination of these
determinants that miniinize the distance between real
and simulated aggregate behaviour. We compared vital
rates (birth and death and growth rates) of simulated
data with real dala from Portuguese Textile Industry
from 1997 to 2003. The region of Ave has been chosen
because it is a geographical cluster where textile
industiies are concentrated in Portugal. To analyse the
impact of different variables in the organizational
mortality we applied survival analysis models and
examined the regression coefficients.
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The remaining of the paper is structured as [ollows: in
the next section we introduce the density dependence
model and discuss the determinants of the survival of
organizations. In the following sections we present
some related works and describe the simulation and
calibration processes. Conclusions and future work are
presented at the end of the paper.

DENSITY DEPENBENCE

The field of Organizational Ecology (OE) establishes a
relation between the society outside organizations and
the internal life of organizations (“firm” and
“organization” are termns used indistinctively in this
paper). OE was introduced by Stinchcombe (1965),
Carroll and Hannan (1989, 1992), Hannan and Freeman
(1984), among others, who received motivation from
sociology and ecology. Recent research determined that
density (the number of organizations in a population)
affects rates of organizational founding and mortality
and formal models of densily dependence have been
developed. In the densily dependence model, vital rates
of birth and death of firms are dependent on the
population densily

According (o this model, the survival of a firm depends
on the number of firms that are located on its
neighbourhood. In most situations, this neighbourhood
1s not strictly geographic but an ‘“industrial
neighbourhood”, where firms are considered nearby if
they share the same market or resources. In OE, the
notion of rational behaviour or profit maximization is
not accepted as the main driving motivation for fums.
Rather, this role is taken by forces of natural selection
and organizational inertia (Wissen, 2004). This theory
offers a comprehensive way of studying the evolution of
populations of firms. We will introduce some variations
in the model, as it seems to be weak in two main
aspects: first, the size of the organization is not taken
into account in theory, whereas clearly large and small
firms have quite distinct characteristics. Second, fims
differ not only with respect to size and economic
activity, but also with respect to geographical location,
that is, spatial heterogeneity (Wissen, 2004). The
density dependence model is a single industry model,
which means that it ignores the relationship with the
environment, including the relationship with other
industries. For those reasons. we will give special




attention to the geographical location, the size of the
firm and the inter-industry relationships in our analysis.
Two basic forces are responsible for the dependency
between the population density and lounding (birth) and
failure (death): legitimation and competition.
Legitimation refers 1o the degree that a new
organizational form is known and accepted in society.
The founding rate is proportional to the level of
legitimation whereas the mortality rate is inversely
proportional to the level of legitimation (opposite
associations are observed with respect to competition).
The join effects of legitimation and competition explain
to a large degree the specific S-shaped form of growth
rates over lime, because as the population grows,
legitimation increases and competition is still very
restricted, so that the growth rate increases. At a certain
level, the maximum level of legitimation is reached, and
competition starts to increase fast. Consequently, the
growth rate decreases fast to zero or even becomes
negative.

RELATED WORKS

Many authors, (as Albino 2003; Zhang 2003) use Multi-
Agent Systems (MAS) for modelling clusters of
organizations. Epstein and Axtell (1996) explain that the
use of MAS is appropriate when interactions among
(heterogeneous) agents are complex and nonlinear and
when the space is crucial. Considering the impact of
density on the mortality of organizations, Carroll and
Hannan’s (1989) use simulation models to conclude that
density at the time of founding may change the
moztality rate of adult organizations. Lomi and Larsen
(1998) used cellular automata in a Game of Life-like
simulation. based on an Ecological Dynamics of local
structure in a mnearest neighbour model to simulate
organizational populations. The main goal of their work
was to study the effects of density at the time of
founding on firms growth, decline and death. Here we
are concemed with an application to a real industrial
context, and assign more relevance to some concepls
such as size. location and age. We have compared real
and simulated results, adjusting some parameters with
the help of a Genetic Algorithm and obtained estimates
for density limits and other intrinsic parameters not
observable in reality. The observation of the simulated
aggregate behaviour and its comparison with reality
validates the model and helps to identify the main
determinants of organizational survival.

This kind of comparison with ‘“real conditions of
organizations” within the density dependence model is
original in the scope of the works conceming the
simulation of organizations.

TECHNIQUES, MODELS AND DATA.
The Multi-Agent System

Our system MASOS — Multi Agent System for
Organizational Survival - is composed by a landscape.
agents, and a rule. The landscape is represented by a
graph that interconnects the places where firTns can be
located. We locused our environment in four regions of
North-West of Portugal where textile industry is
concentrated (showed in Fig.2). One of them, Ave, i«
often named as an Industrial District or clusterand is the
centre of our study.

Regions from o
NotthWest of
Portugal
1- Ave
2-  Cavado
3 Grande Porto ‘ |

4. MinhoLima @

Figure 1: North-western region of Portugal represented
as a graph where arrows connect contiguous areas
representing the four regions of the study.

Each firm is represented by an agent with a set of
attributes: location, age and size. There is one rule in
MASOS that connects the agents and the environment
which is responsible for the determination of the firms’
birth and death processes regarding the variant of the
density model presented before.

Variant of the density model

To determine the birth and death of a firni, we have
based our representation on a variant of the density
dependence model. According to this variant, in every
region, a firm can get born or die. depending on a
function which is based on the number of firms that are
located in its neighbourhood. For that purpose, we have

calculated the density, D;, involving a particular

region, j, at time t. as the average number of firms per
square kilometre that are placed in the region or in the
nearest neighbour regions at the period, t:

K; fT )
D= i (1
;ﬂ\reai




In this formula Kj is the number of regions that belong
to the neighbourbood of region j, Areq, is the area of the
regions involving j, measured in square kilometres and
fi' corresponds to the number of firms existing in the
region i at time t (i=1. 2, .... Kj), and is compuled as
follows:

N
fi=2.5 (2)
)=l

where N; represents the total number of firms in the

regioni and 5; is the state {dead - coded as 0 - or alive

— coded as 1) of the j¥ firm of the region i at time 1. For
example, il at time 2 the number of firms around a
particular firm in the region of Ave (region 1), is 2345,
thenf’ =2345. The level of neighbourhood is

computed according to the clistancc betwecen regions. In
our simulation, density will affect the processes of
founding and failure in the following manner: if the
number of alive organizations in the neighbourhood of a
specific firm belongs to the survival interval [DS) ;

DSy, then the organization will have more probability

to stay alive. Otherwise it will have more probability to
die by the effect of *“overcrowding” or “solitude”,
depending on whether the number is greater than DS

or lowerthan DSy (where DS and DS, are respectively

the lower and upper bounds of the density survival
interval). The same idea applies to the process of
founding where DB and DB, respectively are the lower

and upper bounds of the density founding interval.
Moreover, considering what was said about the
association between density and legitimation, DS, may

give us an idea about the maximum levels of
legitimation for a particular type of industry.

We will consider that age and size are also determinants
of the firm's survival. Following Mata, Portugal and
Guimarides (1995), size is an important determinant of
the chances of survival and it exerts a negative effect on
the instantaneous failure rate. So, we wilt consider that
larger firms have more survival chances. Size will be
measured by the number of employees. Also,
experimental studies have shown that infant firms are
more exposed to death (Carroll and Hannan, 1989).
Thus, we will define S| and A} as the lower size and age

thresholds above which an organization is more likely to
survive. Therefore, assuming independence among
density, size and age, the probability that a firm
maintains in state 1, i.e., the survival for the firm i in the
region j at time 1. named P{Survival;). can be formulated

as :

P(Survivalp = P(8;=1 1 D}, S, A{)=
=P(J; =1 | D;)XP(S{]-:I 18)) x P =l L Al) (3

where S! represents the size of the firm i at time t and

A is the Age of the organization i (measured in years)

at the time L Figure 3 shows how the interval limits are
associated with the probability of survival.

M =

3 (a)

o D5 D DS, Dewiy

A (b)

o i B L

"

Pld) =1| Al}

(c)

Figure 2: Probability of survival and interval limits for
Density Survival (a), Size (b) and Age (c) and
illustrative values for D;, S; and A;. (at time t)

The parameters of the MAS (DS}, DS, DB}, DB, S|,
and A)) need to be determined. They will be defined

randomly at the beginning of the iterations but are
optimized by calibration.

Preparation of the simulation

Real information is introduced in the simulation, in
order 10 represent reality in a feasible way: distances
between regions; a attraction level. created by the
authors, measuring the degree of indusmialization and




road access for industry location based on physical
infrastructures, taxes, knowledge capital, inter-industry
linkages, etc; number of firms in the textile industry as
well as number of employees in that seclor; resident
population and vital (birth and death) rates for textile
firms. The main data source for this work was the Firms
and Plants Central File (FCEE) collected by INE - the
Portuguese National Statistics Institute. We note that
there is no information about density interval limits. and
age and size thresholds. We prepared the simulation to
generate the same conditions lor birth and death of
firms that exist in the four regions in the North-West of
Portugal in the beginning of the study: the same number
of firms in 1997 was distributed within the four regions
according to the attraction levels; the age of each firm
was sel to 1 in first year; size was randomly generated,
according to real size ohserved in each location.

To compare the impact of certain variables on the
survival of firms, we used a Cox Proportional Hazard
Model. Cox model (Cox. 1984) is used to determine the
level of importance of some variables (X;) in the

morlality of a cohort with time t. This model avoids the
need to estimate ho(t), the formal distribution of the data
(Cox. 1984, Mata, J. Portugal, P. and Guimaraes, P.,
1995).

hy(6.X ) =hy(t)exp(X;B) €Y

Calibration of the final solution

The calibration process uses a Genetic Algorithm (GA).
GAs can be seen as adaptive algorithms based on
simulated evolution (Goldberg. 1989. Mitchell. 1997)
using an appropriate metaphor of selection. crossover
and mutation from Biology. In the context of the GA, a
population of hypotheses is created in which each
element of the population (hypothesis) contains the
combination of parameters (DS}, DSu' DB, DBy, S,

and Aj) represented as genes. The GA then tries (0

search for the hypothesis that maximizes the filness
function value, by minimizing the distance between real
and simulated output data. The output data are the
simulated birth and death rates for the region of Ave.
Fitness function contains a measure of the distance
(Manhattan Distance) between the values of the vilal
rates produced from synthetic data and real observed
data. We select half of the best fitted elements on each
iteration and crossover carry out exchanging their genes.
We also introduced a mutation rate of 10% in the
selected population. We ran several arrangements of
hypotheses and iterations of the whole algorithm. most
of them containing 20 hypotheses and 10 iteramons.
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Simulation outline
The simulation algorithm considers the following steps:

1) Start-up: a fixed wanber of winal fums are randomly
assigned to the regions taking into consileration the
altraciion level of each region.

2} Randomiy define the parameters of the model: upper and

lower boundaries for snrvival and founding, and lower limits

forage and size.

3) Cycle for the MAS and hypotheses testing. Repeat uniil a

predetermined threshold for the best fitied hypothesis is

reached or a fixed munber of iteranons is attamed (the one
that happens first).

e (if it is noi the first iteration of the model): Apply Selection
Crossover and Mutation for thie set of h hypotheses, and
produce a new generation of h hypotheses. Runs the MAS
so many times as the namber of different hypotheses

o Cycle for the generations of finns (using the parameters of

a specific hypothesis):

(3 1) Produce N generations of firms; Determine in
which ‘regions’ a new firm will be born; Determine
which firms will die; Firms that strvive can grow
(increment their size);
(3.2) Compare vital rates (birth, death) produced by
the population of firmus from simulated data (at the
region aggregate level) with those from real data
and calcnlate the fitness function valte to obrain the
mosi firted hrypothesis.

4) Return the best fitted hypothesis

Results and Validation

As we are firstly more concerned with the qualitative
behaviour of the model. we started by observing the
regularity of the simulated evolution of the number of
firms in the four regions. Figure 3 shows the evolution
of the population density in two of the regions for the
textile industry. As the data {rom 1997 was the base for
the simulation, we were curious about the evolution
path of textile industry produced by the MAS. The
figure shows simulated values for Ave (represented as
“S Ave”) and Minho-Lima (**S Minho-Lima)” in doted
lines. Real values for those regions arc represented in
solid lines. Ave has the most part of textile industries in
the region (as expected) and presents similar values as
observed in reality. Even if the simulated evolution
paths are not exactly the same as the real paths for every
region, we believe that the MAS represents the reality in
a coherent manner. Although this similarity may
represent a validation of the simulation model in a
certain way, we are more interested in analyzing further
aspects of the survival of organizations that can be
estimated from the simulation. rather than searching for
a perfect fit between simulation and reality. In any case




we need to be aware of the problem of overfitting the
data.
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Figure 3: Real and simulated evolution of the number of
textile firms in two regions of Portugal

We have also analyzed the Regression coefficients from
a Cox proportional Hazard Model, estimate the impact
of the covariates in the survival of organizations (for the
Cox Regression. the cohort of firms that has been
considered was produced by the most fit hypothesis).
We have compared the sign of the coefficients with
those obtained in other works (Mata and Portugal, 1994;
Mata, Portugal and Guimardes, 1995; Carroll and
Hannan 1989; Carrol! and Hannan, 1992). The second
column in Table 1 shows the predicted signs (obtained
from literature - the same signs have been predicted in
all studies) of the association between firm survival and
the covariates.

Predicted
Covariate Sign Coef se(coef) p
Contemporaneous
Pensity 0.02688  0.00883 00023
Density at Founding & 227.8356 0.08537 0.0000
Size -0.00412 0.00138 0.0031

Table 1: Coefficients of variables obtained from Cox
Regression.

All the variables have a significant impact on the
survival of firms, which can be seen from the p-values
in last column (the standard error of the coefficients are
represented as se(coef)). Carroll and Hannan (1989)
explain that the density at founding has substantive
implications on the survival of organizations. As we can
see in Table 1, density at the time of a firm founding has
a positive impact on the mortality of organizations while
contemporaneous density (the number of firms existing
at the moment of the death) has a corresponding
negative effect. As expected. the effect of the size on
firm survival is also negative, confirming what was said
before and helping to validate the simulation model.
Since the system seems te perferm consistently when

compared to reality (for comparable data), we tried to
extract other useful information from the simulation
using a calibration process. Our aim was to get an idea
about the parameters for textile industry in the region of
Ave. After running the simulation for a given number of
iterations, the output values listed below correspond to
the best combination of values (hypotheses), i.e. those
which minimize the distance function used in this
optimization process. These solutions of MASOS
cannot be confirmed, because there is no available data
for this kind of analysis. So a question arises whether
this set of parameters is unique or, altemnatively,
whether there are more solutions. For that purpose we
have analysed the outputs of several runs of the MAS
simulation and retained the 10 best fitted hypotheses
that constitute the solutions of the calibration process.
We have found some small variations, as showed in
Table 2.

oS, Dsu DB, DB, S Ay Average Age
7 10 4 24 2 2 17.57
2 10 3 22 3 2 2221
4 9 3 25 4 2 182
4 9 4 25 2 2 20.20
5 13 4 24 1 2 2202
3 10 3 25 S 2 2099
3 10 3 25 5 2 20.99

Table 2: Density interval limits (multiplied by 10) and
Age and Size limits obtained from the best fitted
solutions after GA calibration

We recall that DSy and DS, respectively are the lower

and upper bounds of the density survival interval and
DB and DB, are respectively the lower and upper

bounds of the feunding (or birth) interval. Ajand S are

the size, and age thresholds. These solutions define the
hypothetical limits of the survival and founding
intervals for the region of Ave between 1998 and 2003
(1997 was the starting year). Region of Ave seems to be
very tolerant to newborn firms since estimated density
birth interval limits lies between 0.3 and 2.5, which
means that there is good receptivity for incoming firms
in the period of analysis. New firms are alrmost always
accepled but only some of them will survive: small size
or infant firms are most likely to fail and older and
larger firms will prevail. So. in the region of Ave,
density survival (DS) levels of textile industries,
measured in number of industries per square kilometre,
stand more or less between 0.9 and 1.3 for the period of
analysis. These values may constitute a type of
legitimation limit that is implicitly established in the
region. We have also obtained the ages and size limits
{because small and younger firins are less likely to



survive). We have found an age limit (A]) of 2 and a
size limit (S)) that stands between 1 and 5.

CONCLUSIONS AND FUTURE WORK

Simulation with MultiAgent Systems enables us to
explore the situations where interactions are complex
and nonlinear. In this work we focused our research on
the density and studied its impact on the mortality of
organizations using a Multi Agent based simulation.
Data from lhe Portuguese textile industry have been
used and we have tricd to find out the density interval
limits lor this industry in the region of Ave, one of the
most important textile clusters in Portugal. We have
compared vital rates (birth and death rates) of simulated
data with real data from Portuguese Textile Industry
from 1997 to 2003. The real evolution path of the
number of [irms seemed quite similar when compared to
the simulated evolution. Applying Survival Analysis,
we could contfirin the qualitative properties of the
association among variables. Finally we have calibrated
the MAS to identify the main determinants of
organizational survival using a Genetic Algorithm and
found the combination of these determinants that
minimize the distance between real and simulated
aggregate behaviour. The number of industries per
square Kilometre stands more or less between 0.9 and
1.3 for the period of analysis We have also concluded
that these firms are less likely (o survive over the age ol
2 and for a size interval that stands between | and 5.

In the future. we plan to compare the results with thosc
obtained by some alternative techniques to provide a
qualitative  evajuation of the proposed model.
Econometric techniques, such as regression analysis, for
example, are often used to build up models where we
can clearly distinguish between explanatory and
dependent variables. We intend to compare tbe results
of our method with classical techniques and conclude
about the pertinence of our choice. Time series analysis
1s also suitable for modelling datu. since we are going to
generate sets of time indexed values. Another possibility
could be Particle Swarm Optirnization. partcularly
useful for our applications. as these are nonlinear
optimization problems.

AUTHOR BIOGRAPHIES

Pedro Campos was born in Porto, Portugal. and
obtained a degree in Applied Mathematics from
Portucalense University and further postgraduate
qualification (equivalent to M.Sc.) at the Faculty of
Economics of the University of Porto (FEP). He is a
Ph.D. Student in Managerial Sciences at FEP and

76

member of LIACC - Laboratory of Artificial
Intelligence and Computer Science.

Pavel Brazdil has obtained a Ph.D. in 1981 at the
University of Edinburgh. He is a Full Professor at the
Faculty of Economics of University of Porto and he is
the coordinator of the group NIAAD of the Laboratory

of Artificial Intelligence and Computer Science
{LIACC).
REFERENCES

Albino, V., et al. 2003. “Coordination Mechanisms based on
Cooperation and Competition within tndustrial Districts:
An Agent-based Computational Approach™. Journal of
Autificial Societies and Social Simulation, vol. 6, no. 4.

Carroll. G, Hannan, M. 1989. “'Density Delay in the Evolution
of Organizational Populations: A model and Five Empiricat
Tests”, Admnistrative Science Quaterly, 34. 411-430.

Carroll. G.. Hannan, M. 1992. “The Demography of
Corporations and Industries”. Princeton University Press,
Pinceton. New Jersey

Cox, D.R. and Oakes, D. 1984. “Analysis of Survival Data".
Chapman and Hall. Cambridge

Epstein, J, Axtell, R. 1996. “Growing Astificial Societies,
Social Science from the bottom up™. Brookings Institution
Press, The MIT Press.

Goldberg. D. 1989. “Genetic Algouithms
Optimization, and Machine Learning™

Hannan, M. and Freeman J. 1984, “Stwuctural Inertia and
Organizational Change”. American Economic Review, 49.
149-164.

Lomi, A., Larsen. E. R. 1998, “Density Delay and
Organizational Survival: Computational Models and
empirical Comparisons”. Computational & Mathematical
Organization Theory, 3, 4. 219-247.

Mata, J.Portugal, P. and Guimaries. P. 1995. “The Survival of
New plants: start-up conditions and post-entry evolution™.
Enternationat Journal of Industrial Organization. 13, 459-
481.

Mitchell, T. 1997. “Machine Learning™. Mc Graw Hill.

Stinchcombe, A. 1965. “Social stiucture and organizations'.
The handbook of Organizations, Chapter 4, March. J.
(Eds.), Rand McNally & Company, 142-193.

Wissen, L. (2004), “A Spatial Interpretation of the Density
Dependent Model in tndusizial Demography”. Small
Business Economics, 22, 253-264.

Zhang. J. 2003 “Growing Silicon Valtey on a Landscape: an
agent-based approach to high-tech industuial clusters™.
Journal of Evolutionary Economics, 13, 529-548.

in  Search.




B 0

INDEX

Ali, Walid 62
Bodendorf, Freimut 44, 50
Brazdil, Pavel 71
Campos, Pedro 71
Coelho, Helder 38
Kotenko, Igor 28
Lopes, Fernando 38
Mamede, Nuno 38
Meyreiss, Clemens 50
Moulin, Bernard 62
Novais, A.Q. 38
Rimane, Rainer 5
Ulanov, Alexander 28
Vogele, Bernd 44
Winkler, Stetan 44, 50
Wittmann, Jochen 23
Waocekl, Jirgen 34
Zimmermann, Roland 44,50

Zobel, Richard N. 9



. -
Z H H




	IMG_0014.pdf
	IMG_0001.pdf
	IMG_0002.pdf
	IMG_0003.pdf
	IMG_0004.pdf
	IMG_0005.pdf
	IMG_0006.pdf
	IMG_0007.pdf
	IMG_0008.pdf
	IMG_0009.pdf
	IMG_0010.pdf
	IMG_0011.pdf
	IMG_0012.pdf
	IMG_0013.pdf



